Volume 62, Number 1, Winter 2021

Governing the Global Public Square

Rebecca J. Hamilton*

Social media platforms are the public square of our era—a reality that has been entrenched by the widespread closure of physical public spaces in response to the COVID-19 pandemic. This online space is global in nature, with over 3.6 billion users worldwide, but its governance does not fall solely to governments. With the rise of social media, important decisions about what content does—and does not—stay online are made by private technology companies. Reflecting this reality, cutting-edge scholarship has converged on a triadic approach to understanding how the global public square operates—with states, users, and technology companies marking out three points on a “free speech triangle” that determines what content appears online. While offering valuable insights into the nature of online speech regulation, this scholarship, which has influenced public discussion, has been limited by drawing primarily on a recurring set of case studies arising from the United States and the European Union. As a result, the free speech triangle has locked in assumptions that make sense for the United States and the E.U., but that regrettably lack broad applicability.

This Article focuses our attention on the global public square that actually exists, rather than the narrow U.S.- and European-centric description that has commanded public attention. Drawing on interviews with civil society, public sources, and technology company transparency data, it introduces a new set of case studies from the Global South, which elucidate important dynamics that are sidelined in the current content moderation discussion.

Drawing on this broader set of materials, I supplement the free speech triangle’s analysis of who is responsible for online content, with the question of what these actors do. In this way, activity within the global public square can be grouped into four categories: content production, content amplification, rule creation, and enforcement. Analyzing the governance of the global public square through this functional approach preserves important insights from the existing literature while also creating space to incorporate the plurality of regulatory arrangements around the world. I close with prescriptive insights that this functional approach offers to policymakers in a period of unprecedented frustration with how the global public square is governed.

Introduction

More than 3.6 billion people across the globe regularly spend time on social media.1 Social media platforms are the new public square—and there is widespread discontent about what speech does and does not get to flow
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freely within it. In the United States, members of Congress have questioned the role of Facebook in facilitating Russian interference in the 2016 presidential election. President Trump accused various platforms of political bias, claiming that they interfered with his re-election campaign, and engaged in voter suppression. In the wake of recent protests for racial justice, activists have started to call for new “rules of engagement” around sharing the videos and images of the deaths of Black Americans.

Looking abroad, in Syria, lawyers have been frustrated that YouTube has removed videos that could serve as evidence in war crimes prosecutions. In Brussels, lawmakers have chastised Twitter for being too slow to remove hate speech. In Myanmar, human rights leaders have asked why Facebook

2. As Danielle Citron and Neil Richards argued so convincingly in a 2018 article, social media platforms do not function as an open democratic forum in the way that U.S. audiences, at least, have traditionally thought of a “public square.” See Danielle K. Citron & Neil M. Richards, *Four Principles for Digital Expression*, 95 Wash. U. L. Rev. 1353, 1356 (2018) (“[Private companies] block, filter, mute, and decrease the visibility of online expression, making it difficult for some to engage in public discourse.”). And, of course, they are part of an internet ecosystem that is also much more than a mere public square. Id. at 1355.


has allowed speech that incites violence to remain online, enabling atrocities to flourish.8

In the face of society-wide “lockdowns” in response to the COVID-19 pandemic, such criticisms of social media platforms gain further salience; the spaces these platforms create and curate currently constitute not only a new public square, but de facto the only public square in many locales worldwide. Even during the wave of international protests in the physical public square in the wake of the George Floyd murder and reinvigoration of the Black Lives Matter movement, the online public square has continued to serve as a place of organization and activism for those unable to join the physical protests.9 It is also, however, a place for conspiracy theorists to gain adherents and for false claims to go viral.10 In response, platforms are developing new content moderation guidelines, such as removing and banning specific conspiracy theories, adding fact-check labels to politicians’ posts, disabling accounts that incite violence, and collaborating with and prioritizing posts of various public health agencies.11


10. See e.g., Elizabeth Dwoskin, Misinformation About Coronavirus Finds New Avenues on Unexpected Sites, WASH. POST (May 20, 2020, 6:00 AM), https://www.washingtonpost.com/technology/2020/05/20/misinformation-coronavirus-plandemic-workaround/ [https://perma.cc/QEK2-X84R] (YouTube began implementing rules banning “plandemic” misinformation and prioritizing CDC and WHO posts, but users uploading links to video began to include links to the CDC website to confuse algorithm).

In the formative years of the internet, legal scholars and pundits alike speculated about what systems would develop to govern a medium that seemed to defy geographically defined organizing principles. Others contended that states would continue to be the dominant force for establishing and enforcing the rules. At this juncture, those positing a dominant position for states have fared the better of the two, with at least some states playing an outsized role in shaping norms online. But none of these early accounts provide anything close to an accurate picture of how, in practice, online speech is now being regulated. This is because none of the early scholarship foresaw the emergence of social media, and with it,
the rise of the major technology companies, like Facebook, Twitter, and Google, that run social media platforms.\textsuperscript{15}

In the past decade, theoretical efforts have begun to catch up with reality. Leading scholars in the field have moved away from the earlier dyadic state-user models that focused on state regulation to embrace the notion that “Free Speech is a Triangle.”\textsuperscript{16} A growing consensus has emerged that the determination of what appears online occurs through a process of contestation between three different groups forming the prongs of the free speech triangle—states, users, and technology companies—with the latter newly worthy of academic scrutiny.\textsuperscript{17}

While a significant improvement over earlier theories of online speech regulation, this cutting-edge triadic literature faces a serious limitation that this Article seeks to overcome: The literature is derived almost exclusively from a limited set of examples in the United States and the European Union (“E.U.”)—with occasional supplementary examples from China.\textsuperscript{18} Without a doubt, these examples have yielded important insights. Looking at how platforms responded to German legislation requiring platforms to remove hate speech under threat of financial penalty has strengthened work on important concepts such as “collateral censorship.”\textsuperscript{19} Looking at how the U.S. government responded to the disclosure of diplomatic cables by Wikileaks has increased our understanding of the role that soft power can play in the relationship between government and technology companies.\textsuperscript{20} However, by

\textsuperscript{15} Facebook and Twitter are names of both social media platforms and the technology companies that own them. Google owns the YouTube platform.


\textsuperscript{18} See infra Part I.A.

\textsuperscript{19} See infra Part I.A; Jack M. Balkin, \textit{Old-School/New-School Speech Regulation}, 127 \textit{Harv. L. Rev.} 2296, 2298 (2014) (Balkin describes “collateral censorship” as occurring when the state uses another entry to undertake its censorship goals.).

\textsuperscript{20} See Benkler, supra note 17; Bambauer, supra note 17, at 891–94.
failing to look at a more diverse range of real-world examples, the free speech triangle has entrenched a set of assumptions that make sense within the limited examples on which the literature has focused, but do not have broad applicability.

The literature typically assumes, for example, that content moderation decisions made by technology companies are playing out against an offline environment where the rule of law is in operation. Globally speaking, that assumption does not hold.21 Another assumption within the triadic literature is that the state is a regulator of online content. This is unremarkable if one focuses on, say, activity in Brussels, but when you cast your eye to South Sudan it becomes clear that the state is not always able to take on that role. Some states simply do not have the capacity. Likewise, the assumption that the state’s main activity is as a regulator of social media has meant that until very recently this literature has paid less attention to the possibility that the state is primarily a user and abuser of social media. This insight seems obvious from the vantage point of 2020, in the aftermath of Robert Mueller’s report on Russian inference in the 2016 U.S. presidential election and as states push out misinformation on COVID-19 through social media platforms.22 Yet the possibility of a state using social media in a concerted and systematic way to achieve a harmful goal could have been seen as far back as 2013 if more attention had been paid to places outside the United States and the E.U. As a result of these and other assumptions, the triadic literature systematically misses or minimizes key dynamics at play in large parts of the globe.23

Digital activists, journalists, and social scientists have begun to explore these missing dynamics.24 Critical race theorists and computer scientists are

21. See infra Part II.
23. Accounts focusing on users in the United States and Europe miss the majority of social media users globally. See, e.g., Press Release, Facebook, Facebook Reports Second Quarter 2020 Results (June 30, 2020) (available at https://s21.q4cdn.com/399680738/files/doc_financials/2020/q2/Q2 20-FB-Financial-Results-Press-Release.pdf [https://perma.cc/J3EP-SE44]) (showing that in Q4 2018, Facebook had 468 million active daily users in the United States, Canada and Europe, and 1.05 billion active daily users in the rest of the world). By failing to focus on the situation for those users who live outside the United States and E.U., the risk is that the literature is settling on what statisticians would describe as an underspecified model—one that fails to factor in important variables that are present in the reality it seeks to reflect. See W. PAUL VOGT, DICTIONARY OF STATISTICS & METHODOLOGY 352 (2011) (defining underspecified model as “[a] causal model in which important variables have been omitted.”). With thanks to Susan Franck for suggesting the applicability of this terminology.
doing important work to diversify the scholarly accounts of online governance in the U.S. context. Legal scholars from the Global South have integrated some of these observations into their work on domestic regulation, and the CyberBRICS project, hosted out of the Fundação Getulio Vargas Law School in Rio de Janeiro, has recently begun to work through issues of significance for major Global South powers of Brazil, Russia, India, China, and South Africa. By bringing a wider range of case studies into conversation with the triadic literature for the first time, this Article builds on their work to develop a more complete and broadly applicable account of how online content is regulated.

Social media platforms varying in size and scope exist in many parts of the world, but the major social media platforms with global reach—Facebook, Twitter, YouTube—are owned by U.S. companies and headquartered in Silicon Valley. Note that I am not assuming these particular companies, nor U.S. companies in general, will dominate this space forever. MySpace provides a useful reminder of the temporal contingency of the online market. I am also aware that one could argue at the margins over which companies to focus on in
ties, predominantly white and college educated. The cultural and social footprint of the founders was built into the design of the platforms. “[T]he platforms we use were originally designed for small, specific, and incredibly mono-cultural communities . . . It was a predominately white and male space . . . It wasn’t designed for everyone.”

As the platforms grew beyond the fairly homogenous initial set of American users, they came under increasing pressure to develop their content moderation model. They strengthened systems that would allow users to identify material they found offensive, and built content moderation teams to develop policies that would both respond to particular cases and proactively address systemic clashes over cultural and social norms. With the development of geo-blocking tools, they also gained the ability to follow local law within territorially defined boundaries.

Still, the leadership and senior staff of the platforms have, for the most part, remained socially and culturally homogenous. It is not simply that they are American, but that to this day, they represent a very narrow slice of the U.S. demographic. Facebook’s latest diversity report, for example, detailed that women make up less than one-third of their senior leadership, and that African-Americans constitute a breathtakingly low 3.4% of the senior leadership.

The impact of this homogeneity is reflected at every level of the platforms’ operations. To take a concrete example, it is standard practice for the
engineering teams at these platforms to work up new product designs by generating user personas. Akin to a baseball trading card, these user personas list key data points about hypothetical future users. But as Caroline Sinders—a product designer who has consulted for the major social media platforms—explains, these user personas are typically constructed from a "benign Western policy perspective." Thus there may be a user persona for Steve, a retiree in Florida who uses Facebook to stay connected with his grandchildren in Arizona, but there is unlikely to be a persona to forecast how Khalid, a state-affiliated actor who creates fake content attacking critics of Saudi Prince Mohammad bin Salman, would use the product. Nor is there a persona to foretell how Bayarmaa, a female journalist in Mongolia, would be affected by the product design.

It is not just the cultural orientation of the Silicon Valley-based platforms that draws them to default toward certain locations: the financial incentives also skew attention toward the West. For example, Facebook’s earnings statement for the second quarter of 2020 indicates that average advertising revenue per user based in the United States and Canada was US$36.49. The same figure for users in the Asia Pacific was $2.99 and for users in the “rest of the world” category (those in the Middle East and Africa), the number was just $1.78. In other words, a user in the United States is, on average, more than eleven times more valuable to Facebook’s bottom line than a user in Myanmar, and more than sixteen times more valuable than a user in South Sudan.

As the case studies in this Article show, the content moderation systems these platforms designed have often failed users in the Global South as well as millions of users from more diverse backgrounds across the Global North. These case studies elucidate the limited nature of the assumptions that underlie the platforms’ content moderation systems by focusing on places that U.S. legal scholars have largely ignored, drawing attention to the
life-threatening impact that the failure to see the contingency of these assumptions has had and is having on millions of users.

Take, for example, Myanmar, where members of the Rohingya Muslim minority have recently faced genocide. According to a U.N. factfinding mission, beginning in 2012, Myanmar’s military personnel developed a sophisticated disinformation campaign on social media, using fake accounts attracting millions of followers, to systematically spread hate and incite violence against the Rohingya people. Facebook failed to understand how its platform was being weaponized in Myanmar before thousands were killed and millions more displaced. This is, in part, because when Facebook launched in Myanmar, the company’s content moderation policies focused on the United States and the E.U. where, at that time, private actors were the main source of troubling online activity. The tragedy in Myanmar can also be attributed to Facebook’s total failure to do basic due diligence or develop the cultural competence needed to responsibly enter the Myanmar market in advance of launching its platform there.

There are no Facebook content moderators in Myanmar and, until recently, none outside of Myanmar who spoke Burmese. Facebook relied on ordinary users in Myanmar to flag offensive or hateful material. Such a flagging system operates on the assumption that offensive content is created and tolerated by only a minority of an online community. This works for the kind of contexts that the platform founders had in mind. For example, when child abuse content appears online there is a good chance people will report it because most people do not endorse child abuse. Unfortunately, persecution of the Rohingya is tolerated across all parts of Burmese society. In other words, expecting Burmese users to alert Facebook to incitement against the Rohingya in Myanmar would be like relying on the majority Hutu population to call out incitement against the Tutsi in 1994 Rwanda.

This Article’s first contribution is to introduce a new set of case studies into the triadic literature. Consistent with leading accounts in the scholar-

---

43. See Tim Wu, Is the First Amendment Obsolete?, 117 Mich. L. Rev. 547, 557 (2018) (explaining that in the existing literature, examples of inciting speech “were always presumed to be malicious private actors: the missing piece was the threat posed by state-organized trolling and systematic use of hate speech”).
44. See infra Part II.A.2.
45. See Myan. FFM Rep., supra note 41, ¶¶ 20–23.
ship, this intervention is framed in the context of a pluralist system of online speech governance.47 Taken seriously, the methodological orientation of pluralism, with its focus on empirical observation, opens up a new set of questions that can emancipate the triadic literature from the limiting assumptions that have started to become embedded within it. This provides the backdrop for the second contribution of this Article, which is to strengthen the free speech triangle’s analytic power by focusing on what the actors in the triangle actually do in order for content to reach the global public square. The result is what one might term a function-based approach, organized around content production, content amplification, rule creation, and enforcement.

In making this turn toward function, this Article does not suggest that formal status—for example, whether one is a state, individual, or corporation—is unimportant. The fact that a state is an actor with public law responsibilities matters regardless of what activities that state undertakes. Likewise, the status of technology companies as private actors is important to keep in mind when considering their obligations. However, as the triadic literature shows, the exclusive use of a status-based approach invariably leads us to miss the diversity of roles that various actors take on. More significantly, this approach risks embedding status-based assumptions that deny the lived experience of millions of social media users worldwide.

Before turning to the structure of the Article, a number of clarifications are in order. First, while the term “global public square” has rhetorical value, a more accurate title would be Governing the Global Public Square(s) as the internet simultaneously supports a global public square (singular) and a multiplicity of global public squares (plural).48

The longstanding commitment of internet technologists to perfect interoperability means that, technically speaking, there is a single global public square.49 Once people began communicating over the internet at scale, however, we rapidly created a multiplicity of squares. Some states created de jure boundaries of varying degrees—one can think of North Korea as an extreme example. For the most part though, linguistic, cultural, and social differences established de facto boundaries. The resulting public squares are

47. “[T]he digital age features a pluralist model of speech control” wrote Jack Balkin in 2018; see Jack M. Balkin, Free Speech in the Algorithmic Society: Big Data, Private Governance, and New School Speech Regulation, 51 U.C. Davis L. Rev. 1149, 1153 (2018). “As a first approximation, we might call this system triadic...[but]...the new system of speech regulation is actually far more complicated, because there are more than three sets of players.” Id. at 1189.

48. Or, as one of Twitter’s policy leads put it in a quote that captures the simultaneously global and local dimensions of their activity: “We get one shot to write a policy that has to work for 350 million people who speak 43-plus languages while respecting cultural norms and local laws.” Jerrel Peterson, quoted in, Kate Conger, Twitter Backs Off Broad Limits on ‘Dehumanizing’ Speech, N.Y. Times (Jul. 9, 2009), https://www.nytimes.com/2019/07/09/technology/twitter-ban-speech-dehumanizing.html [https://perma.cc/4K69-PCTF]. I am grateful to David Fouz for helping me clarify my thinking on this point.

still largely global—access to them is not territorially bounded nor defined by nationality—but there is nothing inherently universal about them. While theoretically open to much of the global public, the regulatory dynamics of the online space for the local and diaspora populations of Abuja, Nigeria, are unlikely to be the same as those in the space focused on Dayton, Ohio. Thus, while this article uses the term global public square in the singular to avoid the awkwardness of a pluralizing parenthetical, readers should remain cognizant of the tension that policymakers in both governments and platforms face as they navigate the regulation of space that is at once localized and globalized. In other words, those making determinations about what speech should stay online and what should be removed need to be aware of the universal dimension of their actions, even as they react to hyper-local developments.

Next, there are two important points in relation to the case studies presented here. First, while providing a significant expansion of the material currently found in the triadic literature, these case studies still provide only a partial view of activities happening across the globe. Privacy constraints and the newness of transparency reporting by platforms means that reports on content moderation decisions lack the granularity needed to build out a concrete example of governance activity around a given type of content.50 Consequently, the countries highlighted in this article are those where the media and/or civil society has also been tracking content moderation decisions. Nonetheless, readers should remember that decisions (and non-decisions) about what content stays online are happening everywhere—including in places where the space for media investigation and civil society work is constrained or non-existent.51 Second, this Article intentionally features case studies from the Global South as a counter to the prevalence of examples from the United States and the E.U. in the current literature.52 However, this decision does not imply that the dynamics uncovered in these new case studies are only applicable to the Global South. Many of the insights that these case studies reveal are applicable in understudied examples concerning marginalized populations throughout the Global North.

Part I begins by briefly describing the mechanics of content moderation; then it proceeds to sketch out recent developments that have captured the

51. For a useful overview of the global narrowing civil society space, see Bernstein Institute for Human Rights, Defending Dissent: Civil Society and Human Rights in the Global Crackdown (2017), http://www.law.nyu.edu/sites/default/files/Bernstein%20Institute%20Conference%20Digest.pdf [https://perma.cc/DP6M-VJ42].
52. In introducing multiple case studies from the Global South, I am grateful to Chinmaya Arun for her insight that such an approach can help "to show that there are many ways in which Southern populations are affected by technology." Chinmaya Arun, AI and the Global South: Designing for Other Worlds in Oxford Handbook of Ethics of AI, 590, 591 (Dubber et al., eds. 2020). Just as the "global public square" is, in fact, a multiplicity of squares, the "Global South" is likewise a term that captures a plural reality.
attention of prominent legal scholars and provided the empirical backdrop for their work. These developments arise primarily from the United States and the E.U., although several scholars also reference decisions that different technology companies have made regarding the Chinese government’s demand that they censor material as a condition of entry into the Chinese market.53 Finally, Part I describes key insights that have been derived from this work and offer an initial articulation of some of the assumptions embedded within it.

Part II draws on public sources, background interviews, and technology company transparency data to introduce a new set of case studies and provide context for illustrative debates over the regulation of online speech in Myanmar, India, Sri Lanka, South Sudan, and Turkey. These case studies reveal the non-universality of key assumptions that underlie the platforms’ content moderation systems. Approaching the global public square as a site of pluralism, the case studies show that online speech regulation is far more complex than the triadic literature has thus far allowed. Case studies of the Global South highlight diverse functions of, and relationships between, users, civil society groups, traditional media, international organizations, governments, courts, and platforms that are minimized or absent in existing work. Through these case studies we see that these actors can each take on a range of roles: States and technology companies are not just regulators, they also create and amplify content; users do not just post material, they also play a regulatory role. The case studies also emphasize the vital role that linguistic and cultural context plays in how the global public square functions.

Part III proposes supplementing the free speech triangle with a function-based approach to enhance our understanding of the process that controls what appears or does not appear on our screens. The four points on the function-based model—content production, content amplification, rule creation, and enforcement—provide a useful framework for structuring the way we think about the regulation of online space without locking us into any parochial assumptions about who might take on which function(s). It embraces, rather than sidesteps, the pluralism inherent in conceptions of the inappropriateness of different types of speech across and within diverse communities around the world, and in so doing it provides a roadmap for policymakers interested in identifying parts of the system that are ripe for regulatory action.

53. See infra Part I.B.
I. The Triadic Literature

The first major pieces of legal scholarship on the regulation of cyberspace appeared in the late 1990s. The academics in conversation at that time could be roughly divided into those who believed that the internet would usurp the regulatory role of states, and those who did not. The state-user dyad was central to this early work, but then along came social media.

A 2006 article by Seth Kreimer observed that “in contrast to the usual free expression scenario, the internet is not dyadic.” Articles by Rebecca Tushnet and Jack Balkin in the late 2000s contained robust discussions of the role of technology companies in relation to free expression. Julie Cohen’s work on informational capitalism brought a political economy lens to the analysis of technology companies. A 2011 article by Danielle Keats Citron and Helen Norton was the first to foreground the role of technology companies in the regulation of online hate speech, and in 2014, Marvin Ammori highlighted the significance of technology companies in free speech lawyering more generally.

The conceptual shift to a triadic model of speech regulation came with Balkin’s 2018 essay, “Free Speech is a Triangle,” and Kate Klonick’s 2018 article, “The New Governors.” Although Balkin highlighted the

54. See Lawrence Lessig, Code and Other Laws of Cyberspace (1999). This was the leading work of this era.
55. John Perry Barlow, supra note 12 (proclaiming the freedom of the internet from state control);
57. Seth F. Kreimer, Censorship by Proxy: The First Amendment, Internet Intermediaries, and the Problem of the Weakest Link, 135 U. Pa. L. Rev. 11, 14 (2006). Interestingly though, Lessig’s 1999 work foreshadowed exactly this insight with his insight that “code is law.” However, scholars did not focus on the implications of this insight until much later.
59. See generally Julie E. Cohen, Between Truth and Power: The Legal Constructions of Informational Capitalism (2019). It is worth noting that Cohen’s work in this space extends back much earlier.
61. Marvin Ammori, The “New” New York Times: Free Speech Lawyering in the Age of Google and Twitter, 127 Harv. L. Rev. 2259 (2014). See also Kyle Langvardt, Regulating Online Content Moderation, 106 Geo. L.J. 1353, 1358 (2018) (“the twentieth century’s law of free expression established that only the final censor—at that time, the state—was subject to law. Today, a small number of politically-unaccountable technology oligarchs exercise state-like censorship powers without any similar limitation.”).
63. Klonick, supra note 16, at 1664 (describing “a new model of free expression: a triadic model. In this new model, online speech platforms sit between the state and speakers and publishers.”).
inherent plurality of the system, this observation has thus far been mini-
mized as scholars have begun to extend the triadic approach to issues of
censorship, surveillance, and data control.

In a 2019 article, Kristen Eichensehr built out the triadic model, present-
ing triangular schematics to forecast the position of technology companies
relative to governments and users in a range of scenarios.

**Figure 1: Status-based triad**

The figure above, adapted from Eichensehr’s 2019 article, is a simplified
schematic of the free speech triangle introduced in Balkin’s 2018 essay. The
innovation of the free speech triangle is to add technology companies into
the set of relevant actors involved in determining what content gets to ap-
pear and stay online.

The types of actors identified in the schematic are crucial in understand-
ing how the global public square operates. However, because of the limited
set of examples the model was developed from, and has thus far been applied
to, the triadic literature has started to lock in a set of non-generalizable
assumptions about the roles that each of these actors play.

The following section sets the stage by briefly explaining the basic
mechanics of content moderation. It then looks at the real-world develop-
ments that the triadic literature has drawn from, observing a common set of
case studies arising from the United States and the E.U. It highlights the
key insights yielded from this scholarship, and concludes by foreshadowing

---

64. Balkin, supra note 47, at 1186 (includes a subsection entitled “From the Dyadic to the Pluralist
Model of Speech Governance”).

65. See Danielle K. Citron, Extremist Speech, Compelled Conformity, and Censorship Creep, 93 Notre
Dame L. Rev. 1035 (2018) (role of technology companies in content moderation); Alan Z. Rozenshtein,
Surveillance Intermediaries, 70 STAN. L. REV. 99 (2018) (role of technology companies in surveillance);
Daskal, supra note 14 (role of technology companies in data collection); Bloch-Webha, supra note 17 (role
of technology companies in content moderation).

66. Eichensehr, supra note 16, at 704 (predicting that “companies will fight against or resist govern-
ments when the companies perceive themselves to be and can credibly argue that they are protecting the
interests of users against governments”).
assumptions embedded within it that will become clearly apparent through the case studies in Part II.

A. The Mechanics of Content Moderation

Major social media platforms use a mix of human beings (employees, contractors, and unpaid users) and artificial intelligence ("AI"), to bar content that violates their internal standards. The platforms screen out some content before it ever appears online and remove other content on a timeline ranging from seconds to years after it appears.67

Based in the United States, the major social media platforms operate within a highly permissive legal environment regarding content moderation.68 The environment is permissive because, in passing Section 230 of the 1996 Communications Decency Act ("CDA"), Congress sought to ensure that technology companies would not be deterred from moderating content that appeared on their sites.69 Section 230 stops the platforms from being treated as either publishers or speakers of user content, meaning they are immunized from liability both when they fail to remove unlawful content and when they do remove lawful content.70 Recent content moderation decisions by many technology companies have, however, spurred both President Trump and President-elect Biden to revive a push to limit liability protection under Section 230.71

As a strictly legal matter, there is no reason for the platforms to have developed the elaborate content moderations systems they currently run. However, just like ungoverned spaces in the offline world, platforms quickly become unsafe and ultimately “uninhabitable” without moderation.72 For their business model to function, platforms need to keep users online so that they can be exposed to the advertising that generates the technology compa-

68. Anupam Chander, Internet Intermediaries as Platforms for Expression and Innovation 1, 6 (Glob. Comm’n on Internet Governance, Paper No. 42, 2016) (“While many European and Asian nations leave intermediaries open to liability for the actions of their users in certain cases, the United States generally limits liability”).
70. 47 U.S.C § 230(c)(1)-(2) (2019).
71. See Nellie Bowles, The Complex Debate Over Silicon Valley’s Embrace of Content Moderation, N.Y. Times (June 5, 2020), https://www.nytimes.com/2020/06/05/technology/twitter-trump-facebook-moderation.html (discussing the recent increased moderation, Trump’s executive order, and Biden’s comments on reform); see also Davey Alba et al., supra note 4 (describing Twitter’s inconsistent moderation of false or incendiary tweets from politicians including the first fact-check notices placed on the U.S. president’s often misleading tweets and a subsequent warning—the first of its kind for any public figure—that a tweet glorified violence); Zakrzewski, supra note 10, (discussing the same and the selective removal of misleading tweets about COVID-19 by Brazil’s President Jair Bolsonaro and Venezuela’s President Nicolás Maduro).
To keep users online—and thus advertising revenue flowing—platforms had to develop standards for what would and would not be acceptable. Without the strictures of formal law to bind them, their first efforts in this regard were driven by instinct. In the words of a former Facebook content moderator, “if it makes you feel bad in your gut, then go ahead and take it down.”

As Klonick documented in her study, Facebook, Twitter, and YouTube increasingly formalized their approach to content moderation over time. Guided by the First Amendment principles that the founders of these platforms were familiar with, what began as a one-page list of standards eventually became an eighty-page rule book. In addition to these internal rules, the platforms began sharing summaries of these rules with the public in the form of globally applicable “Community Standards.” Facebook’s current set of Community Standards runs some twenty pages, with guidance such as “Do not post: Content that depicts real people and laughs at or makes fun of their implied or premature death, serious or fatal disease or disability, non-consensual sexual touching, domestic violence, or serious physical injury.” Both the internal rules and the public-facing Community Standards at the different platforms are regularly updated to reflect how the platforms’ concerns evolve over time.

In terms of the enforcement of these standards, it is crucial to first understand the scale of content that the platforms are dealing with: 6,000 tweets per second; over 500 hours of YouTube video uploaded every minute; 350 million Facebook photos uploaded each day. This scale has necessitated a growing industry of commercial content moderators. Some are Facebook employees, but most of those who do the trauma-inducing work of keeping the darkest parts of humanity off our news feeds are contract workers on a
minimum wage.81 Even then, these workers provide a fraction of the moderation the system demands.

One supplement to commercial content moderators is users themselves. Through a process known as “user flagging” platforms have set up mechanisms to allow ordinary users to report content they find offensive.82 Another supplement comes in the form of AI; algorithms are trained to identify prohibited content.83 However, despite the optimism accompanying discussions of future use of AI in content moderation generally, it is widely recognized that inherently contextual content, like hate speech, remains hard for any algorithm to identify with precision.84 Finally, a technique known as geo-blocking enables the platform to prohibit specific content in certain geographic locations, even as that same content flows freely elsewhere.85

B. A Limited Dataset

Leading accounts of the regulation of online activity by American legal scholars are overwhelmingly centered on the United States and the E.U. Klonick’s 2018 article provides the most diverse offering of examples through interviews with former lawyers at YouTube, Facebook, and Twitter, who recount difficult content moderation decisions regarding: a protest photo in Iran, a video of an Egyptian man being beaten, photos offensive to the Thai and Turkish governments, and the controversial video, The Innocence of Muslims.86 Even so, Klonick focuses on high-stakes decision points in Silicon Valley, and largely abstracts these non-Western examples from their local context. Moreover, beyond the interview material in Klonick’s article, there are only passing references to events outside the United States and the E.U. in the triadic literature.87

81. For the most comprehensive study on this industry, see Sarah T. Roberts, BEHIND THE SCREEN: CONTENT MODERATION IN THE SHADOWS OF SOCIAL MEDIA (2019).

82. See Gillespie, supra note 67, at 87–97.

83. For a lucid explanation of this process, see Kyle Langvardt, Regulating Online Content Moderation, 106 Geo. L.J. 1353, 1378 (2018).

84. In U.S. congressional testimony, Facebook CEO Mark Zuckerberg acknowledged that in terms of areas ripe for AI solutions, “hate speech is one of the hardest, because determining if something is hate speech is very linguistically nuanced.” Nonetheless, he went on to say, “Hate speech—I am optimistic that, over a 5 to 10-year period, we will have A.I. tools that can get into some of the nuances.” Mark Zuckerberg, Remarks to the U.S. Senate Commerce and Judiciary Committees (Apr. 10, 2018), in WASH. POST, https://www.washingtonpost.com/news/the-switch/wp/2018/04/10/transcript-of-mark-zuckersbergs-senate-hearing/?utm_term=.69a8fb76815d [https://perma.cc/Z92T-DCGE].


86. See Klonick, supra note 16, at 1619–25.

87. See, e.g., Balkin, supra note 19, at 2308 n. 57 (referencing the Egyptian government temporarily shutting down the internet during the 2011 Arab Spring protests); Jack Goldsmith, THE FAILURE OF INTERNET FREEDOM, KNIGHT FIRST AMEND. INST. (June 15, 2018), https://knightcolumbia.org/content/failure-internet-freedom [https://perma.cc/H9D6-FTGX] (A section entitled “Failure Abroad” focuses primarily on China and the EU, but includes one paragraph on authoritarian Arab states, noting that they have “grown adept at employing internet shutdowns and slowdowns, at blocking encrypted communication
With some frequency, scholars cite statistics that place the vast majority of users outside the United States, even as they focus their work on developments inside America.\textsuperscript{88} Interactions between the U.S. Congress, the U.S. Supreme Court, and technology companies over how to restrict child pornography; events flowing from the 2010 Wikileaks disclosures of diplomatic cables; and decision-making over content removal in relation to the 2017 “Unite the Right” rally in Charlottesville, receive recurrent scrutiny.\textsuperscript{89} Scrutiny will likely continue to focus on platform reactions to trends within the United States, including the current Black Lives Matter protests, U.S. presidential and congressional tweets, and the discourse around the country’s 2020 election.\textsuperscript{90}

Efforts to look abroad focus mainly on the E.U., with the regulation of hate speech and the enforcement of data privacy laws as the primary issues of concern.\textsuperscript{91} In a notable deviation from the norm, Jennifer Daskal highlights tools, and at cracking down on circumvention efforts.”; Eichensehr, supra note 16, at 674 (includes a footnote describing Canadian company Blackberry’s decision to withdraw from the Pakistani market).
United States and the E.U. in her 2018 article on data protection. More commonly, this selection bias remains unacknowledged.

The only place that routinely receives attention outside the United States and the E.U. is China. However, with most social media platforms refusing to operate under the censorship conditions that the Chinese government imposes, the account is thin. Typically, scholars describe the Chinese government as a leading censor of content and recount various decisions by Google on whether to stay in the Chinese market.

There are exceptions. In his 2011 *California Law Review* article “Googling Freedom,” Anupam Chander takes a much deeper dive into Google’s relationship to the Chinese government and Chinese users in order to consider the obligations of new media companies to those in unfree societies. Outside of law journals, journalists and technology fellows have published a number of rich case studies. Yet American legal scholars have largely been theorizing developments that affect the global populace by looking no further abroad than Europe.

Notwithstanding the limited set of examples from which the triadic literature was drawn, it has produced several important insights about the regulation of online speech. By studying the way technology companies have changed their Community Guidelines to prohibit hate speech, scholars have seen these companies shift away from the normative underpinnings of the First Amendment. By examining these companies’ responses to the threat of fines for failure to comply with E.U. regulations, scholars strengthened the concept of “collateral censorship,” where the state uses a private company to censor speech. By recounting U.S. government efforts to limit the spread of diplomatic cables posted by Wikileaks, scholars have assessed the ways in which government can use soft power to secure its censorship (or, more neutrally, regulatory) goals. Whether through hard or soft power, the triadic literature has highlighted the ways in which a collateral censorship

---

92. See Daskal, * supra* note 14, at 185 (“[A]lthough I focus primarily on how these issues are playing out in the United States and European Union, I do not intend to suggest that these are the only important players . . . But the United States and European Union provide an important, interesting, and instructive place to start. They are large and powerful actors. And while they sometimes take divergent approaches, they share enough common values and normative assumptions that there is both the possibility and reality of increased harmonization in key areas. They thus make informative case studies.”).


95. See generally * supra* note 24.

96. See, e.g., Citron, * supra* note 65, at 1070 (recounting the “long history” of Silicon Valley embracing First Amendment norms, and the role of European regulation in pulling technology companies away from this baseline).


relationship between government and technology companies can fuel due process violations against users. Finally, by looking at the expansion of the E.U. Right to be Forgotten and data privacy rulings, scholars have observed how technology companies can spread local law extraterritorially.

C. That Which Remains Unseen

The selection bias that has made primarily the United States and the E.U. most visible in the triadic literature has served to embed certain assumptions about the online regulation of speech globally. The non-universality of these assumptions is easy enough to miss until our gaze is expanded to a broader set of examples.

The triadic literature contains a default assumption that the state can play a regulatory role, because that is what the state does in the examples that the literature has focused on. The possibility of the state as an actor that cannot or will not regulate speech has been left unexplored. Likewise, the concerns about either collateral censorship or the global spread of local law arising from U.S. and European government efforts, assume a state that is able to command the attention of the relevant technology company—an assumption that falls away with the case studies in Part II. Missing in all these accounts is the possibility of the state’s primary activity being the use, rather than the regulation of social media.

Less visible still is the assumption that any regulatory efforts made in the online space will play out against the backdrop of an offline environment with a functioning rule of law. Relatedly, the user-flagging model developed by the platforms assumes—and scholars have thus far not questioned—a world in which a minority of a given user population will engage in “dangerous speech,” and that there will be users who are willing and able to “flag” such content for removal.

99. This strand of the literature was catalyzed by Danielle Keats Citron’s 2008 article, *Technological Due Process*, which critiqued the dearth of due process within technology systems used by U.S. government agencies. Danielle K. Citron, *Technological Due Process*, 85 WASH. U. L. REV. 1249 (2008). But the concern about a lack of due process has since been extended to content moderation decisions by technology companies. See, e.g., Grimmelmann, supra note 72, at 66–67 (2015); Klonick, supra note 16, at 1068–69; Balkin, supra note 19, at 2031.

100. See, e.g., Daskal, supra note 14, at 185; Balkin, supra note 47, at 1206–07.

101. In *Litigating Data Sovereignty*, Andrew K. Woods acknowledges that this may not always be the case. “Not all states can force a company to comply with their wishes, of course; just those with a big enough market to warrant the firm’s attention.” Andrew Woods, *Litigating Data Sovereignty*, 128 YALE L.J. 528, 405 (2018). He does not develop the point further, but nonetheless this is the only example of any such acknowledgement that I have found within the triadic literature.

102. This may help explain the apparent absence of foresight—and delayed reactivity—on the part of both platforms and policymakers alike in terms of Russian interference in the 2016 U.S. presidential election. See Mueller, supra note 22.

103. For an explanation of this concept, see Susan Benesch, *What is Dangerous Speech? Dangerous Speech Project*, https://dangerousspeech.org/about-dangerous-speech/ (last visited Oct. 4, 2019) ("Dangerous Speech is any form of expression (speech, text, or images) that can increase the risk that its audience will condone or participate in violence against members of another group.")
The non-universality of these and other assumptions that the triadic literature has increasingly relied on will become apparent through the following case studies.

II. EXPANDING OUR VIEW

In the following Part, this Article introduces a new set of case studies into the literature about the regulation of online content. The case studies focus on controversial content moderation decisions (and non-decisions) arising from Myanmar, India, Sri Lanka, South Sudan, and Turkey. I conclude this Part by synthesizing key observations from the case studies that strengthen our understanding of how the global public square actually operates.

A. Case Studies from the Global South

The case studies that follow draw on the work of journalists and civil society groups, along with transparency data released by social media companies themselves. As a result of using these sources, the case studies focus on incidents that are viewed as problematic by at least one of the actors involved; neither journalists nor civil society groups spend their resources investigating non-issues. These case studies do not closely examine the thousands of content moderation decisions that are undertaken seamlessly each day, including within the locations examined in the case studies. However, the fact that online content regulation works much of the time, in many locations, does not detract from the urgency of attending to those instances where it does not work, especially when such instances can result in significant harm, or even death.

1. Myanmar

Recent atrocities incited by the Myanmar military against the minority Muslim population, the Rohingya, constitute the world’s first genocide fueled by social media. This case study focuses exclusively on Facebook since it is the platform that Myanmar state officials used to incite atrocities. Moreover, virtually all internet users in Myanmar are on Facebook, while less than one percent of the population use Twitter or YouTube. The following explains the context in which Facebook was introduced to Myanmar, highlights the failure of Facebook to set up a warning system that would work in the Myanmar context, and details some of the efforts made by civil society groups to fill this gap. It also shows how the efforts of civil society failed to garner Facebook’s attention. Only a belated focus on the situation by Western media and the United Nations finally prompted Facebook to begin to change its moderation of content in Myanmar.

In 2011, Myanmar began to transition out of nearly five decades of military rule, and in 2013, the new government began the process of liberalizing the telecommunications sector.\(^{105}\) The impact was quickly apparent in the lives of millions of Burmese. Prior to 2011, a SIM card cost the equivalent of US$1,500 and could only be secured by those connected to the military.\(^{106}\) By 2013, the cost plummeted to $1.50 and mobile phone shops became ubiquitous.\(^{107}\)

For a population with no digital literacy, Myanmar’s first introduction to the internet came through Facebook, pre-loaded onto their new smartphones by local mobile phone providers.\(^{108}\) This was not a population that had ever known email, Google, or online news sites; they moved directly from the pre-digital age onto Facebook. As is now commonly noted, in Myanmar “Facebook is the internet.”\(^{109}\) In a population of 54 million people, there are 20 million active Facebook users.\(^{110}\) This is the same number of people who have internet access.\(^{111}\) As one research study of users in the capital, Yangon, explained, “users made extensive use of the Facebook search bar similarly to how users in Western nations use search engines.”\(^{112}\) Indeed, most Myanmar users have no concept of looking outside Facebook for independent sources of news or information.\(^{113}\) This was the backdrop against which genocide began to unfold against the country’s minority Rohingya population.

Soon after Facebook was launched in Myanmar, officials from Myanmar’s military worked to establish fake Facebook accounts, posing as celebrities and other popular figures. After attracting millions of followers, the officials then spread propaganda through these accounts, targeting the Rohingya.\(^{114}\)

---


\(^{109}\) Id.

\(^{110}\) Myan. FFM Rep., *supra* note 41 ¶¶ 1342–49.

\(^{111}\) BSR, *supra* note 108, at 13 (“There are equal numbers of internet users and Facebook users in Myanmar.”).

\(^{112}\) Leong, *supra* note 107, at 147.


away. Even so, the viral propaganda machine that began to operate against the Rohingya in 2014 was unprecedented. One representative post pictured an advertisement for Rohingya-style food, along with a caption using a derogatory term for the Rohingya, *kalar*: “We must fight them the way Hitler did the Jews, damn *kalars!*”

However, Facebook took no notice, and civil society activists had a hard time raising the alarm. First, the online reporting system available in other locations did not function on the Messenger service through which most people in Myanmar access Facebook, because Facebook’s reporting tool used Unicode, the international standard for text encoding, whereas Burmese script uses a typeface called Zawgyi. Additionally, Facebook had entered the Burmese market without translating its Community Guidelines into Burmese and there were no Burmese-speaking Facebook staff.

On occasion, Facebook’s policy team would send a delegation to Myanmar. Myanmar-based civil society users routinely flagged inciting content to the platform, but change was slow to come. For example, civil society activists tried to alert Facebook to specific calls to violence against the Rohingya spread through Facebook beginning on September 6, 2017, with a target date for violence of September 11. While Facebook did not detect the messages, activists did and worked through the English-speaking head of a local digital rights organization to alert senior leadership at Facebook. At 6:41 AM on September 10, three days after the messages had gone viral, Facebook asked civil society activists in Myanmar for help in identifying the source of the messages. Three violent incidents followed, but seven months later, activists reported that they never heard anything back from Facebook about whether it had found the source of the messages or what action it had taken to stop their further spread.

116. Stecklow, supra note 42.
120. Telephone Interview with Digital Rights Activist in Myanmar (Aug. 29, 2018).
121. Supra note 119.
In late 2017, the U.N. High Commissioner for Human Rights said that the violence against the Rohingya was a "textbook example" of ethnic cleansing. It was around this time that Facebook started to come under increasing scrutiny in Western media outlets for its role in allowing fake accounts to proliferate in the context of the 2016 U.S. presidential election. Advocates seized this moment, when Western journalists were approaching Facebook with a more critical eye, to draw attention to the problems they had long experienced with Facebook in Myanmar. As the spotlight on Facebook grew, mainstream media outlets began investing significant resources in investigative reporting to document the way in which Myanmar’s military had used Facebook to enable the flow of hate speech and incitement against the Rohingya. In an April 2018 interview, CEO Mark Zuckerberg said Facebook had responded by hiring “dozens” of Burmese language content reviewers to monitor hate speech.

In August 2018, the U.N. Independent International Fact-Finding Mission on Myanmar accused the Myanmar military of genocide and war crimes, and described Facebook as a “useful instrument for those seeking to spread hate.” In response, Facebook removed eighteen accounts and fifty-two pages associated with the Myanmar military, including the page of the armed forces’ commander-in-chief, stating that it wants “to prevent them from using our service to further inflame ethnic and religious tensions.”

Facebook continues to fail to adequately monitor fake accounts, exacerbated in 2020 by COVID-19 and the laying off of many content moderators.

---

123. For a particularly excellent example, see Stecklow, supra note 42.
125. See Myan. FFM Rep., supra note 41.
Facebook completely dominates the social media market in Myanmar, making it vitally important to Burmese people. But the lack of investment Facebook made in a content moderation system in Myanmar, followed by its unresponsiveness when local civil society groups tried to alert the company to the way state officials were using its platform to fuel violence, suggests that Burmese users are a low priority for Facebook. Without putting necessary resources into a functioning enforcement system, Myanmar provides an early example of the state playing the role of a user and abuser, rather than a regulator, of social media.

2. India

Looking to Facebook’s launch in India provides a useful counterpoint to the platform’s launch in Myanmar. Unlike in Myanmar, Facebook invested enormous resources in the Indian market, opening an office in the country and developing a close relationship with the Indian government. This was not, however, enough to ensure that Indian users could have their concerns about content on the platform addressed. A drop-down menu designed from a Eurocentric perspective failed to include any option for reporting casteist content. Once again, it was advocacy work by civil society groups, not employees of Facebook, that drew attention to this gap.

India, with almost 1.3 billion people, is the most populous country in which Facebook operates and constitutes Facebook’s second-largest user base, following the United States.128 In the wake of President Modi’s 2014 election victory, Facebook’s Chief Operating Officer Sheryl Sandberg used her visit to India to promote the success of Facebook as a tool for political organizing.129 Facebook staff had worked with Modi’s campaign to help him gain a strong online following.130 Sandberg highlighted the benefits of using Facebook for electoral purposes: “A perfect example is Narendra Modi, who has extensively used Facebook in his electoral campaign,” she ex-
plained.\textsuperscript{131} By 2017, India had overtaken the United States as Facebook’s largest market with over 241 million active monthly users.\textsuperscript{132} Facebook opened its first office outside the United States and Europe in Hyderabad, India.\textsuperscript{133} In addition to visits to India by Sandberg and Facebook CEO Mark Zuckerberg, President Modi had also made high-profile visits to Silicon Valley, participating in Facebook livestreamed “town hall” meetings with Zuckerberg.\textsuperscript{134} As a result, the Indian government enjoys ready access to Facebook staff, and is sufficiently familiar with its reporting structures that it regularly lodges requests with Facebook for the removal of content.\textsuperscript{135}

However, these close connections have not shielded Facebook from claims of a lack of cultural competence in its moderation of content in India. In a country of twenty-two official languages in addition to English, Facebook is currently only able to moderate in ten of them, leaving content in a dozen other languages unmoderated.\textsuperscript{136} Moreover, the Community Standards to

\textsuperscript{131} Mail Today Bureau, supra note 128. Sandberg’s visit was also part of the build-up to Facebook’s 2015 launch of Free Basics in India. Free Basics is an application Facebook developed as a low-cost way to connect people in developing countries to the internet. \textit{Free Basics Platform, Facebook}, HTTPS://INFO.INTERNET.ORG/EN/STORY/PLATFORM [HTTPS://PERMA.CC/G37M-6DG3] (LAST VISITED SEPT. 16, 2019). \textit{Partnering with local telecommunications providers, Free Basics gave mobile phone users a low-data, limited version of internet access for free. \textsc{The Free Basics package included Facebook and a handful of other websites, with the possibility of additional websites being added if they conformed to the technical requirements Facebook had established. Nanjala Nyabola, Facebook’s Free Basics Is an African Dictator’s Dream, Foreign Pol’y (Oct. 27, 2016), https://foreignpolicy.com/2016/10/27/facebooks-plan-to-wire-africa-is-a-dictators-dream-come-true-free-basics-internet [HTTPS://PERMA.CC/2P4Q-EX7U] (explaining Free Basics and criticizing it in the African context). Ultimately, India’s telecommunications regulator banned Free Basics on the ground that it violated India’s net neutrality requirements by offering only a limited number of websites for free. Rahul Bhatia, \textsc{The Inside Story of Facebook’s Biggest Setback, Guardian} (May 12, 2016), https://www.theguardian.com/technology/2016/may/12/facebook-free-basics-india-zuckerberg [HTTPS://PERMA.CC/7PGX-VAHT].}

\textsuperscript{132} Simon Kemp, India Overtakes the USA to Become Facebook’s #1 Country, \textsc{Next Web} (July 13, 2017), https://thenextweb.com/contributors/2017/07/13/india-overtakes-usa-become-facebook-top-country/#tw_5GcTsSj [HTTPS://PERMA.CC/5FZ6-9D92].

\textsuperscript{133} PTI, Facebook to Launch India Operations in Two Months, \textsc{Econ. Times} (June 27, 2010), https://economictimes.indiatimes.com/tech/internet/facebook-to-launch-india-operations-in-two-months/articleshow/6098727.cms [HTTPS://PERMA.CC/DQQ9-HJ65].

\textsuperscript{134} Narendra Modi, Townhall Q&A with PM Modi and Mark Zuckerberg at Facebook HQ in San Jose, California, \textsc{YouTube} (Sept. 27, 2015), https://www.youtube.com/watch?v=1-OF fyF7aoA [HTTPS://PERMA.CC/5836-X7P9]; Narendra Modi, Townhall Q&A with PM Modi and Mark Zuckerberg at Facebook HQ in San Jose, California, \textsc{Facebook} (Sept. 27, 2015), https://www.facebook.com/watch/?v=10156199765675165 [HTTPS://PERMA.CC/Y3K-9955].

\textsuperscript{135} In the most recent transparency reporting data, July–December 2018, Facebook reported receiving 17,482 content removal requests from the Indian government. Facebook Transparency, \textsc{Country Overview: India, Facebook}, https://govtrequests.facebook.com/content-restrictions/country/IN [HTTPS://PERMA.CC/YMB6-MBBR] (LAST VISITED OCT. 4, 2019).

guide users about what is acceptable speech on the platform are unavailable in languages in which millions of Indian users post content.137

Urdu, for example, is the native language of 50 million people in India.138 It has its own script, which runs right to left. As of the summer of 2019, Facebook’s Urdu page for its Community Standards was right-justified, as though it is written right to left, but the Standards are written in English, not Urdu. With native Urdu speakers unaware of what Facebook’s standards are with respect to what speech is prohibited on the platform, and unable to use automated reporting forms, there is no way for individuals to use the user-flagging mechanism that usually alerts Facebook to problematic content that has not been filtered out through commercial content moderation or AI.

The moderation challenges in India are not, however, simply linguistic. A rare study of content on Facebook India recently undertaken by Equality Labs, a Southeast Asian civil society organization, tracked the reporting of 1,000 hate speech posts over a four-month period.139 The study found that the issue of caste constituted a pervasive category of hate speech.

Discrimination on the basis of caste was officially prohibited by India’s post-colonial constitution, written in 1950 by Dr. B.R. Ambedkar, who was himself born into the lowest-ranked group in the caste system, the Dalits.140 Formerly referred to as “the untouchables,” Dalits have spent generations being forced into slave labor in jobs such as the manual cleaning of sewage and, even today, they face pervasive social and economic exclusion.141

Equality Labs found repeated examples of posts with photo-shopped images of Dr. Ambedkar, accompanied by anti-Dalit slurs. One image, for instance, superimposes Dr. Ambedkar’s face onto someone bungee jumping...
from a bridge, with the caption “Bhangi jumping.” Bhangi is a derogatory term, similar to the N-word in the American context. If posted offline, such material would violate India’s Prevention of Atrocities Act, which was passed in 1989 to support the inclusion of Dalits into Indian society.

Equality Labs tracked efforts to report this and other instances of casteist hate speech to Facebook. However, they found that the drop down menus allowing users to report offensive content did not include a category for hate based on caste, which made it difficult to communicate what it was about these posts that was offensive. Following advocacy efforts by Equality Labs and other activists in the Indian online space, Facebook updated its hate speech policies in 2018 to include caste as a protected category. While only one step in the broader effort to end caste discrimination in India, it means that for the first time since Facebook launched there in 2006, users could point to a rule against caste discrimination to use in their efforts to remove such content from the online public square. This delay suggests that even in markets where a social media company like Facebook is highly motivated to sustain user engagement, designing a content moderation system attuned to the local culture has been challenging.

142. Soundararajan et al., supra note 137, at 43.
143. Id.
145. Soundararajan et al., supra note 137, at 20–22.
146. Since 2018, Facebook posts the groups that it considers having protected status for the purposes of hate speech under its public-facing Community Standards. These standards are frequently updated, but it can be difficult to ascertain when exactly changes are made. Certainly prior to 2018, their protected groups did not include caste according to internal Facebook documents, published by the news site ProPublica, which showed defined protected groups as “race, sex, gender identity, religious affiliation, national origin, ethnicity, sexual orientation and serious disability/disease.” Julia Angwin et al., Facebook’s Secret Censorship Rules Protect White Men from Hate Speech but Not Black Children, ProPublica (June 28, 2017), https://www.propublica.org/article/facebook-hate-speech-censorship-internal-documents-algorithms [https://perma.cc/379U-J9AU]. An August 2018 update on hate speech policies posted to the Facebook website is the first documentation I have found that includes caste as a protected category. Community Standards, FACEBOOK, https://www.facebook.com/communitystandards/recent-updates/all_updates/ [https://perma.cc/59QV-GS45] (last visited Sept. 18, 2019) (defining protected groups on the basis of “race, ethnicity, national origin, religious affiliation, caste, sexual orientation, sex, gender, gender identity, and serious disability or disease”).
147. Unfortunately, this gain was, many Dalit activists felt, radically undercut by a campaign Facebook launched in March 2019. Intended to inform Indian users about the resources available to them to report hate speech, the campaign featured a harassing fictional troll named Amol Kamble. Kamble is a common surname among Dalits, which led hundreds of users to report the campaign as hate speech that reinforced existing anti-Dalit stereotypes. In the wake of the blunder, Equality Labs urged Facebook to consult with Indian civil society. “Our absence from the discussion table can only lead to more fumbles like this one when it comes to protecting Facebook India’s most vulnerable users.” Soundararajan et al., supra note 137, at 18.
3. Sri Lanka

As in Myanmar, Sri Lanka is a place where social media platforms have been instrumentalized to fuel violence. Against the backdrop of decades of inter-ethnic conflict, Sri Lankan officials were alarmed at the way extremists from the Buddhist majority used Facebook to stoke fear of the Muslim minority. Unlike in India, Sri Lankan officials had no direct line to Facebook. In the face of viral misinformation fueling violence against Muslims, and at a time when Facebook changed its algorithm in Sri Lanka to systematically downgrade information disseminated by independent media, the government ultimately resorted to a “self-help” form of content regulation by shutting down access to Facebook altogether. As anti-Muslim misinformation moved from Facebook to Twitter, it became apparent that bots were generating and amplifying the misinformation. And, as the following shows, civil society activists who sought to raise the alarm with Twitter were as unsuccessful as government officials had been with Facebook.

In 2009, Sri Lanka emerged from a 26-year civil war between the majority ethnic Sinhalese (and mostly Buddhist) community and the minority ethnic Tamil community. President Mahinda Rajapaksa and his brother, Defense Secretary Gotabaya Rajapaksa, oversaw the brutal end to the war, with their government forces responsible for the deaths of tens of thousands of Tamil civilians in the final months of the conflict.148

President Rajapaksa was re-elected in 2010. In subsequent years, international human rights organizations have worried about an “authoritarian turn” in the country’s governance.149 Local actors speculated about the Rajapaksa family’s tacit support for ultra-nationalist groups responsible for violence targeted against Sri Lanka’s minority Muslim community.150

In 2015, Sri Lankans voted out President Rajapaksa in favor of Maithripala Sirisena, who campaigned on a platform of government reform and reconciliation between the Sinhalese Buddhist majority and the minority Tamil and Muslim communities.151 Although Sri Lanka’s freedom of the

press rating remains low, Freedom House noted recently that freedom of expression had “dramatically improved” since President Sirisena’s election.152

Sudarshana Gunawardana was responsible for heading Public Information in the new Sri Lankan government. In October 2017, he met with officials from Facebook, urging them to do a better job at moderating hate speech, which he feared could trigger inter-communal violence in the parts of the country where ethnic tensions were high following decades of civil war.153

Indeed, a Sri Lankan civil society organization, Centre for Policy Alternatives, had already documented how hate speech on Facebook had contributed to a series of Sinhalese attacks on the Muslim community in 2014. The organization noted that a post with thousands of shares and “likes” that clearly violated the platform’s Community Standards against hate speech “openly resides on Facebook because it is in Sinhala, a language that [is] outside existing language competencies of Facebook’s automated and human-curated monitoring frameworks.”154 Hate and incitement in Sinhalese continued to rise and positions advertised for Sinhalese content moderators went unfilled.155 Mr. Gunawardana asked for a point of contact to reach out to in an emergency. Facebook did not provide one. Less than six months later, his fears were realized.156

In early 2018, a false rumor spread among the majority Sinhalese community on Facebook, claiming that the police had seized 23,000 sterilization pills from a Muslim pharmacist in the rural town of Ampara. After a video falsely suggesting that a Muslim restaurant owner had put a sterilization pill into the soup served to a Sinhalese customer went viral on Facebook, mob violence against the Muslim community in Ampara ensued. Next, a Sinhalese extremist spread a video on Facebook of a driver being beaten in a case of road rage as “evidence” of a Muslim plot to wipe out the Sinhalese population.157

With no other means of reaching Facebook, Mr. Gunawardana, other members of President Sirisena’s cabinet, and civil society members used Facebook’s online reporting system to ask that the videos be removed.158
Facebook did not respond, and following further online incitement, angry Sinhalese crowds descended on another rural town, the Kandy suburb of Digana, this time causing the destruction of four mosques, thirty-seven houses, forty-six shops and thirty-five vehicles, as well as the death of a 27-year-old man who was trapped inside a burning house.\footnote{Mujib Mashal & Dharisha Bastians, \textit{Sri Lanka Declares State of Emergency After Mob Attacks on Muslims}, \textit{N.Y. Times} (Mar. 6, 2018), https://www.nytimes.com/2018/03/06/world/asia/sri-lanka-anti-muslim-violence.html [https://perma.cc/32P2-ZYFF].} Fearing further violence, the Sri Lankan government took the drastic step of temporarily blocking access to Facebook altogether.\footnote{Tim McKay, \textit{Sri Lanka Blocked Facebook This Week for Allegedly Spreading Hate Speech and Violence}, \textit{Gizmodo} (Mar. 10, 2018), https://gizmodo.com/sri-lanka-blocked-facebook-this-week-for-allegedly-spre-1823676276 [https://perma.cc/E26E-WXNN].} Only then did Facebook respond to Sri Lankan officials, arranging for an in-person meeting in the Sri Lankan capital.\footnote{Taub & Fisher, supra note 153.}

The intercommunal violence took place just months after Facebook had changed the way its newsfeed algorithm operated in Sri Lanka. In January 2018, Mark Zuckerberg had announced that Facebook would adjust its newsfeed algorithm so that users saw posts from their friends and family in their main newsfeed, with posts from businesses and media publications set off in a secondary stream.\footnote{Mark Zuckerberg, \textit{Post on Change to Newsfeed: Less Public Content}, Facebook (Jan. 11, 2018), https://www.facebook.com/zuck/posts/10104411301539571 [https://perma.cc/TDS6-UH2H] (last visited Sept. 18, 2019).} The change was trialed in six countries, including Sri Lanka.\footnote{Alex Hern, \textit{Facebook Moving Non-Promoted Posts out of News Feed in Trial}, \textit{Guardian} (Oct. 23, 2017), https://www.theguardian.com/technology/2017/oct/23/facebook-non-promoted-posts-news-feed-new-trial-publishers [https://perma.cc/5VSQ-3DX7].} While the change was ultimately not made permanent, at least one Sri Lankan media analyst worried about the role it had played in the 2018 violence. “While this experiment lasted, many of us missed out on the bigger picture, on more credible news . . . it’s possible that this experiment inadvertently spread hate views in these six countries.”\footnote{Taub & Fisher, supra note 153.}

For the three-day period that Facebook was blocked, sophisticated users in Sri Lanka were able to use a virtual private network (VPN) to access the platform.\footnote{Once configured, a VPN enables you to send encrypted data through another computer, thereby masking your own IP address and allowing you to access sites that are blocked from your own computer. \textit{See How to Circumvent Online Censorship}, \textit{Electronic Frontier Found.}, https://ssd.eff.org/en/module/how-circumvent-online-censorship [https://perma.cc/7348-DYGX] (last visited Oct. 18, 2019).} Most users, though, turned to Twitter for information.\footnote{Sanjana Hattotuwa \textit{et al.}, \textit{Weaponising 280 Characters: What 200,000 Tweets and 4,000 Boys Tell Us About State of Twitter in Sri Lanka 1, 4 (2018), https://www.cpalanka.org/wp-content/uploads/2018/04/Weaponising-280-characters.pdf [https://perma.cc/4U7E-DYK2].} It was during the attacks in Digana that the Centre for Policy Alternatives saw a tweet on their Twitter feed with a photo that purported to be of “Muslim people in #kandy #digana waiting to attack innocent Sinhalese.”\footnote{Cat (@cartonn2), \textit{Twitter} (Mar. 7, 2018 10:11 AM), https://twitter.com/cartonn2/status/971448347927256611 [https://perma.cc/FRY6-L3DD].} Upon
noticing some unusual characteristics of the account that posted the tweet—it had no meaningful bio, a prior record of gibberish or nonsensical tweets, and was posting from Frankfurt, Germany—and finding no corroboration of the claim in the tweet, the Centre used their Twitter account to send out a warning about false information. Soon thereafter, the Centre noticed a “tsunami” of Twitter bots following them. They were not alone. In the second half of March 2018, other Sri Lankan activists and journalists reported being followed by some twenty to forty new bots each day. The bots had been created in batches, and with Sinhala, Tamil or Muslim names, they showed characteristics similar to the bots that the Centre had previously found to be following the Twitter account of Sinhalese politician Namal Rajapaksa, former President Rajapaksa’s son. While the Rajapaksa bots amplified content in support of the Rajapaksa family, the flood of bots created in March 2018 were mostly dormant.

Mainstream media coverage of the role that Russian state-sponsored Twitter bots played in influencing the 2016 U.S. presidential election had shown how fake followers could sway political sentiment. The Centre worried that the Sri Lankan bots “will be weaponised in the future, perhaps to control/shape political discourse.” They also acknowledged that without greater resources than Sri Lankan civil society organizations have to devote to investigating the phenomenon, it is hard to move beyond speculation. The Centre reached out to Twitter through every channel it had access to. However, “[n]ot a single tweet or email sent by the authors has generated even a canned response from senior company representatives or official accounts.”

4. South Sudan

Unlike in Myanmar, India, or Sri Lanka, the government of South Sudan has virtually no capacity to engage in the use or regulation of social media. Moreover, unlike in the previous case studies, only a fraction of the South Sudanese population has internet access. Nonetheless, social media impacts the lives of millions of South Sudanese as material spread online by diaspora

---
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communities is shared widely with local communities via text message and then word of mouth. With virtually no independent media in the young nation, this online material becomes a dominant source of information, and against the backdrop of generations of inter-ethnic conflict, online rumors spread rapidly. However, like hate speech everywhere, it is highly contextu-
alized and hard for content moderators not versed in the local culture to identify. As shown in the following, with no government oversight and a dearth of independent media, the local population has been highly vulnerable to hate speech and misinformation.

South Sudan gained its independence from Sudan in 2011, ending Af-

crica’s longest-running civil war. The conflict left over two million dead,176 and caused millions more to flee, creating a worldwide network of diaspora, with large Southern Sudanese communities forming as far away as the United States, Canada, and Australia.177

Despite significant oil reserves, the landlocked nation was born one of the poorest in the world, thanks to generations of war and neglect, first by British colonizers and then by the Islamist Sudanese government based in the north of the country. At independence, South Sudan, which is about the size of Texas, had just forty miles of paved roads,178 and only two percent of its adult population had completed primary school.179

Under the terms of South Sudan’s independence, a transitional govern-

gment, led by President Salva Kiir and Vice-President Riek Machar, was to govern the new nation until its first elections in 2015.180 Kiir hailed from South Sudan’s largest ethnic group, the Dinka, and Machar from the second-largest group, the Nuer. But before any election was held, Kiir accused Machar of plotting to overthrow him.181 The 2013 dispute quickly spiraled into an ethnic conflict that has since killed an estimated 400,000 people and
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led a further 2.5 million to flee to neighboring countries in what is now a South Sudanese civil war.\textsuperscript{182}

Independent media never gained a strong foothold in South Sudan, due to both the decades of war and the severe state censorship regime run by the Sudanese government. The fledgling South Sudanese government prioritized responding to (and participating in) the new civil war over developing its regulatory capacity with respect to offline or online communications.\textsuperscript{183} When the government finally did create a media authority in 2016, the agency opened without office space, and with limited mobile or internet capacity.\textsuperscript{184}

In a country where only an estimated seventeen percent of the population has internet access, it would be easy enough to underestimate the impact of online content on South Sudan.\textsuperscript{185} However, there is a vibrant community focused on events in South Sudan on Facebook, WhatsApp, and, to a lesser degree, Twitter.\textsuperscript{186} Communications on social media are especially high among diaspora, who post information that is subsequently shared inside South Sudan by text messages sent by the few that have internet access to the many who have mobile phones, and then by word of mouth to those who have neither.\textsuperscript{187} The information scarcity on the ground, coupled with the esteem in which members of the diaspora are often held, mean that content that is posted by diaspora on social media is often spread widely and uncritically offline in South Sudan.\textsuperscript{188}

As in other locations, hate speech in South Sudan is highly contextualized and challenging for anyone unfamiliar with the culture to understand. Peacelab, a civil society actor based in the United States, worked with South Sudanese people to monitor social media throughout 2017 and found significant amounts of hate speech and ethnically framed false news, something that is especially dangerous given the history and ongoing commission of inter-ethnic violence.\textsuperscript{189} For example, South Sudanese people began using
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the term “MTN” to refer to the ethnic Dinka population. MTN is one of the major telecommunications companies in East Africa, and its tagline is “everywhere you go.” MTN thus plays on the fact that the Dinka, as the largest ethnic group in Southern Sudan, are perceived to be “everywhere you go.” As the 2013 ethnic conflict played out, MTN morphed to also become a term associated with targeted killings of Dinka, especially along the main highway leading out of the capital, Juba. As so-called “MTN killings” were discussed online, ethnic tension between the Dinka and other ethnic groups escalated offline. Peacelab reached out to Facebook, and eventually the most inflammatory content was removed. However, MTN is just one of many examples where, when social media companies fail to hire content moderators with local linguistic and cultural competence, they inevitably end up dependent on the (unpaid) labor of civil society organizations to alert them to content that needs monitoring.

Another example that Peacelab identified that further demonstrates how speech is highly contextualized concerns a post by Albert Tamboura, a member of the South Sudanese diaspora. Tamboura refers to himself as “the prophet of South Sudan” and fills his Facebook page with conspiracy theories and angry posts about his child custody battle. In this instance, Tamboura posted a Facebook live video to “alert” his viewers in South Sudan that “Paul Malong Awan [a member of Kiir’s cabinet] is planning to kill Equatorians in Juba tonight.” The information was not true, but as South Sudanese peace activist Michael Tut explains, when the population in Juba started receiving the message, “they believed it. They didn’t know this was false information.”

There is nothing in the Tamboura video that would come close to violating the existing Community Standards on Facebook. It is inaccurate, but that alone is not grounds for removal. If his video had warned viewers about an imminent attack by a government official in an offline environment with an operating rule of law, such as the United States or the U.K.,
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content moderators following Facebook’s global Community Standards likely would have dismissed it. However, Tamboura posted the video just days after 300 people had been killed in Juba. Moreover, Paul Malong Awan, the official Tamboura warned of, had been responsible for South Sudanese military operations that killed hundreds of civilians at the outbreak of the 2013 conflict. If Facebook had a set of content moderators looking to apply their global standards with due deference to this local context, they might reasonably have concluded the misinformation had the potential to inspire violence. However, without local content moderation through the platform or government oversight, and with no independent media to fact check the claims, ethnically driven misinformation like this spreads unchecked among local communities, creating an increased risk of violence.

5. Turkey

In turning to Turkey, the following shows how dynamic the interactions between different actors can be when it comes to determining what content appears online. When YouTube first launched in Turkey, the Turkish state had no mechanism for online content regulation. However, a major clash between YouTube’s global standards and local Turkish law catalyzed the government’s engagement. As in other locations, as the state sought to censor, (or, in more neutral terms, “regulate”) online material posted on one platform, users and journalists, rerouted to other platforms. The state in turn became adept at using the tools offered by social media—in this case Twitter’s mechanism for geo-blocking content in a given location—to continue to advance its repressive goals.

Over the past twenty years, one political figure has loomed large over Turkey: President Recep Tayyip Erdoğan. Erdoğan founded the current ruling party, Adalet ve Kalkınma Partisi (“AKP”) in 2001. In 2003, he became prime minister under what was then a parliamentary governance system. Social media came to Turkey during the first of Erdoğan’s three
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The Turkish government’s relationship with social media faced an early challenge in 2007 after Greek nationals posted videos on YouTube that insulted Turkey’s founding father, Mustafa Kemal Atatürk. Insulting Atatürk is a crime under Turkish law and Turkish courts responded by ordering Turkish telecommunications companies to block access to YouTube.\footnote{Tom Zeller Jr., YouTube Banned in Turkey After Insults to Ataturk, N.Y. Times (Mar. 7, 2007, 9:59 AM), https://thelede.blogs.nytimes.com/2007/03/07/youtube-banned-in-turkey-after-insults-to-ataturk [https://perma.cc/2JVF-LN3Z].} In ensuing negotiations, Google, which owns YouTube, agreed to geo-block the videos inside Turkey.\footnote{Jeffrey Rosen, Google’s Gatekeepers, N.Y. Times (Nov. 28, 2008), https://www.nytimes.com/2008/11/30/magazine/30google-t.html [https://perma.cc/U6JK-YHXC].} Initially this led Turkey to lift the ban, but then the Turkish government insisted that videos insulting Atatürk be removed worldwide; Google refused, and in 2008, Turkey reinstated the ban on the site.\footnote{Id.}

Until that point, the internet had been largely unregulated in Turkey.\footnote{Attacks on the Press 2007: Turkey, COMM. TO PROTECT JOURNALISTS (Feb. 5, 2008, 10:20 AM), https://cpj.org/2008/02/attacks-on-the-press-2007-turkey-1.php [https://perma.cc/B56Q-TMNP] (“While the Internet is mostly unregulated, in recent years the courts have ordered the censorship or banning of Web sites deemed in breach of Turkish law.”).} However, in the wake of the high-profile dispute, the Turkish parliament passed Law No. 5651, colloquially known as the Internet Law.\footnote{5651 sayili Internet Ortaminda Yapilan Yayinlarin Duzenlenmesi ve Bu Yaynlar Yoluyla Islenen Suclara Mucadele Edilmesi Hakkinda Kanun [Law No. 5651 on Regulating Broadcasts Made on the Internet and Combating Crimes Committed Through Such Broadcasts], (2007) (Turk.).} The law enabled both the judiciary and the executive to block websites under the vague standard of “sufficient suspicion” that an enumerated crime, including insulting Atatürk, had been committed on the website.\footnote{Yaman Akdeniz et al., Report of the OSCE Representative on Freedom of the Media on Turkey and Internet Censorship, ORG. FOR SEC. & COOP. EUR. 1, 12 (Jan. 11, 2010), https://www.osce.org/form/41091?download=true [https://perma.cc/ZQB2-DPVD] (the OSCE found that in 2008-2009, eighteen percent of website blocks were pursuant to a court order, with the remaining eighty-two percent the result of an administrative order); see also Yildirim v. Turkey, 2012-VI Eur. Ct. H.R. 505 (the European Court of Human Rights concluding that the Turkish government had violated the petitioner’s right to freedom of expression in its implementation of Law 5651).} It thus became legal under Turkish law to block virtually any content through a process that would not withstand scrutiny under the international human rights standards by which Turkey was bound to abide.\footnote{See General Comment No. 34, Article 19, Freedoms of Opinion and Expression, Human Rights Committee, U.N. Doc. CCPR/C/GC/34 (Sept. 12, 2011), ¶¶ 34–35 (stating that in order to meet the standards of Article 19, a restriction on expression must be necessary and the State “must demonstrate in specific fashion the precise nature of the threat.” ¶ 36. A publisher of commentary critical of government “can never be considered to be a necessary restriction of freedom of expression.” ¶ 42. Additionally, the restriction must “not be overbroad,” and the State “must demonstrate in specific and individualized fashion the precise nature of the threat, and the necessity and proportionality of the specific action}
As repression grew, Turkish journalists began turning to Twitter to disseminate news. Subsequently, in 2013, when citizens took to the streets in protest against the AKP, Twitter suddenly became a lightning rod for the government. With traditional media stifled domestically, protestors used Twitter to spread news of the protests both at home and abroad. The events led Erdoğan to characterize social media as “the worst menace to society.”

Erdoğan’s perspective hardened in the build-up to Turkey’s 2014 presidential elections. The elections were the first direct vote for a president, following AKP-backed constitutional changes designed to move Turkey away from a parliamentary system. Erdoğan, then Prime Minister, was the leading presidential candidate. As campaigning peaked in March 2014, his office blocked Twitter.

“Twitter, mwitter!” Erdoğan told a campaign rally. “They say, ‘Sir, the international community can say this, can say that.’ I don’t care at all. Everyone will see how powerful the state of the Republic of Turkey is.” Twitter responded by sending out instructions for how Turkish users could tweet via text message. And Turkish citizens, long-practiced at skirting press taken.” ¶ 22;) See generally Akdeniz, supra note 203 (discussing ways in which the Internet Law is incompatible with the European Convention on Human Rights, to which Turkey is a party).
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censorship, began putting graffiti on public spaces and AKP campaign posters with a domain name server (DNS) number that would allow people to get around the block.217

Two weeks later, Turkey’s Constitutional Court overturned the ban.218 However, by the time Twitter had already conceded to start geo-blocking content (Twitter’s terminology is Country-Withheld-Content, or “CWC”) that allegedly violated Turkish law, a policy they had never previously applied in Turkey.219

Twitter’s head of global public policy flew to Turkey to meet with government officials.220 The following month, Twitter blocked a number of popular accounts, following a decision by Turkey’s Constitutional Court that the audio recordings containing corruption allegations against Erdoğan that had been disseminated on the accounts had breached Erdoğan’s privacy.221

Erdoğan won the presidential election and has begun to oversee the largest crackdown on the media in recent Turkish history.222 Following an attempted coup in July 2016, he instituted a state of emergency and closed over 100 media outlets.223 Journalists who had originally turned to Twitter as a way of circumventing traditional media censorship soon learned how adept the government had become at closing online communication as well.224

One case that attracted high-profile attention was that of Azerbaijani journalist Mahir Zeynalov, who worked for a popular Turkish daily newspa-

---


Following Zeynalov’s reporting on corruption allegations implicating Erdoğan, Erdoğan filed a criminal complaint alleging Zeynalov had “committed a crime by exceeding the limit of criticism.” After the Turkish government put him on a list of foreigners barred from entering Turkey, Zeynalov left the country under police escort in 2014. Nonetheless, he continued to use his Twitter accounts—one in English, the other in Turkish—to report on political developments inside Turkey.

When the 2016 media crackdown began, Zeynalov posted a series of tweets with photos of journalists who had been arrested. The next month, the Turkish government filed a request for scores of Twitter accounts, including Zeynalov’s, to be blocked under the Internet Law for “promoting terrorism, encouraging violence and crime, threatening public order and national security.” The court approved the government’s request and sent the order to Twitter. Twitter refused to block Zeynalov’s English-language account, but blocked his Turkish language account inside Turkey under its CWC policy.

Twitter’s transparency reports show how content removal requests by the Turkish government have skyrocketed since Twitter first started applying the CWC policy to Turkey in 2014. In the first half of 2014, the Turkish government made 186 removal requests. In the latest available report (January–June 2019), it made 8,993 requests, the second highest number of any country in the world. The Committee to Protect Journalists labeled
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its in-depth study of the topic “How Turkey silences journalists online, one removal request at a time.” 236

Twitter’s transparency report for the period in which Zeynalov’s account was blocked notes: “Whenever possible under Turkish Law, Twitter filed legal objections in response to court orders involving Turkish journalists and news outlets, arguing that those decisions may be contrary to protections of freedom of expression. None of our objections prevailed.” 237

The Turkish state, more than other states in the case studies above, has adapted to the ways in which users have sought to circumvent state efforts to control the flow of information. Unlike in South Sudan, the Turkish government has been willing and able to take on the role of regulator, but in a way that arguably harms, rather than protects, local users. Efforts by global platforms to be responsive to local rules regarding content regulation, such as Twitter’s CWC policy, come from a laudable place. However, the Turkish case study shows how a sufficiently motivated and capable state can use these tools in a way that serves the Turkish state at the expense of most Turkish users.

B. Understanding the Global Public Square

The examples presented above, while only capturing a small fraction of activity happening in relation to the regulation of online speech, nonetheless offer a vast expansion of the material upon which the triadic literature has thus far drawn to make sense of the global public square. The following section highlights key dynamics arising from this material to which the existing literature has paid insufficient attention, and which are important for policymakers to absorb as they think through how to improve online speech regulation.

1. The Local Information Environment

The local information environment has a huge impact on the effect that content moderation decisions—or non-decisions—have on the local population. The triadic literature has focused on online regulation that plays out in the United States or the E.U. In such locations, populations are not emerging from decades of inter-group violence, they have access to independent media, and the rule of law is generally upheld. When these factors are present in the local information environment, it is easy for their significance to fade into the background. However, as the new case studies show, content

moderations decisions play out differently in local contexts where such factors are absent.

In South Sudan, the dearth of access to independent media makes it near-impossible for users to fact-check false information, and against the backdrop of the ongoing experience of inter-communal violence with no state actor stepping up to enforce the rule of law, the spread of false information can bring about deadly outcomes. In Turkey, where the state is exerting evermore control of the media, online regulation that leads a journalist to be blocked from a platform has greater significance than it would in a country where independent media was vibrant.

Both the existing literature and the content moderation systems used by platforms assume generally shared norms by users within a state, with so-called “dangerous speech” the province of a minority of users.238 Neither the literature nor the regulatory approach of platforms is equipped to respond to scenarios, commonplace in countries emerging from decades of inter-communal violence, in which such speech is tolerated or supported by the majority of a community and/or the state itself. In Myanmar, decades of state-sanctioned persecution of the Rohingya left relatively few users to flag anti-Rohingya content as offensive. In Sri Lanka, following decades of civil war, fear of violence by those viewed as “other” is so deep that false information is readily acted upon with lethal results.

An appreciation for these realities helps us understand why content moderation rules, developed for an information environment that flows from a stable liberal democracy, may not make sense in other contexts in the global public square.239 It underscores the reality that at least some global rules will have to be localized differently to achieve the same goal in one locale versus another.

238. For an explanation of this concept, see Susan Benesch, What is Dangerous Speech?, DANGEROUS SPEECH PROJECT, https://dangerousspeech.org/about-dangerous-speech (https://perma.cc/7Q2Z-NUEC) (last visited Oct. 4, 2019) (“Dangerous Speech is any form of expression (speech, text, or images) that can increase the risk that its audience will condone or participate in violence against members of another group.”).

239. As this Article is being finalized, President Trump is in the midst of contesting the legitimacy of the 2020 U.S. presidential election results, and is using Twitter as his primary forum for broadcasting his message. In response to this development, Twitter has introduced a new policy that involves applying a “disputed and potentially misleading” label to relevant tweets. Chris Mills Rodrigo, Twitter Says It Labeled 300,000 Posts Around the Election, HILL (Nov. 12, 2020, 5:49 PM) https://thehill.com/policy/technology/technology/525770-twitter-says-it-labeled-300000-posts-around-the-election?fbclid=IWAR3pUT02m8WOTY5965aWSYcps1OT16pe3PAaje2z9gwTuzwewEgrloA [https://perma.cc/HNB7-32F3] (noting that between Nov. 3–7, Twitter applied the label to nearly half of President Trump’s election-related tweets). This seems to strengthen the argument that policies originally crafted with a stable liberal democracy in mind must be adapted for different contexts—including when the political context changes in the very country in which the policies were originally formulated.
2. Plurality of Actors and Roles

i. Beyond the State as Regulator

The case studies highlight the range of roles that a state can take on, as well as how a state can be entirely absent from the regulation of online speech. By looking primarily at the United States and E.U., the triadic literature typically assumes that the state is at least capable of regulating online content, even if in the case of the United States it seems historically disinclined to do so. However, South Sudan represents an example of a state that simply does not have the capacity to regulate online content, regardless of its willingness to do so. Consequently, when applied to South Sudan, the free speech triangle lacks the “state” prong of the triad entirely. Furthermore, given its focus on the United States and the E.U., the existing literature also assumes that a state has the capacity to secure the attention of a social media platform. That assumption holds in India, for instance, where market dynamics led Facebook to engage closely with the Indian government. However, as was clear from the Sri Lanka case study, the assumption that a state is able to get a social media company to respond to its concerns does not hold true globally. Meanwhile, the role of the military in Myanmar demonstrates that the state may act as a major user of social media.240 The notion of the state as a user of social media has not traditionally been associated with the Global North, although President Trump’s Twitter account has been effective in chipping away at that notion.241 Had social media platforms and the associated literature on them paid more attention to Myanmar from the outset of Facebook’s launch in the country, they could have begun contingency planning much earlier for how to respond to misinformation disseminated by state actors worldwide – including, most recently, by the U.S. president.242 Overall, the triadic model has tended towards a reductionist vision of the role that the state can play within the social media ecosystem. By drawing in a broader range of case studies, it is easier to appreciate the plurality of roles that states can adopt.

ii. Bots, Civil Society, Traditional Media, Diaspora

In addition to diversifying our understanding of the range of roles undertaken by actors who comprise the free speech triangle, the case studies also highlight the important roles that actors who have received comparatively little attention in the existing scholarship can play. As is increasingly recog-
nized in the U.S. context, bots are a growing force to contend with in the regulation of online content. While it is too soon to tell the impact of the troll armies developing on Sri Lankan Twitter, the company’s response to the concerns about the influx of bots thus far is not encouraging.

The case studies highlight the role of civil society groups as well, especially in locations where social media platforms have the least cultural or linguistic competency. Without any Burmese speakers on payroll or contract when it launched in Myanmar, Facebook was entirely reliant on local civil society actors to alert it to the weaponization of its platform. In India, despite ample contact between Facebook and the Indian government, it was civil society that highlighted the need to include caste as a protected category in the Indian context. Across the Global South, such groups take on systematic and large-scale content moderation work, without any social media platform paying them for their labor. Notably, in some locations, there are no civil society groups with the capacity to take on this role. Further, in other places, the civil society groups with the capacity to fill in the labor gap these companies have created are already part of the elite, leaving the most marginalized groups further oppressed.

The case studies also show the significant role of traditional media in online content regulation conducted by the state or by a platform. In a case such as Turkey, for example, journalists were initially successful at circumventing state censorship by moving onto Twitter, but in time these actions catalyzed the state to become adept at using the legal processes provided by Twitter to achieve its censorship goals regarding material posted online. In Myanmar, actions of traditional media were what catalyzed Facebook to increase its online content regulation. Myanmar civil society groups failed to secure any of the changes they requested from Facebook until there was a mainstream media spotlight on Facebook’s role in the Rohingya crisis.

Finally, the South Sudan case study shows the way in which online content focused on a particular locale is not limited to users who are physically in that location; diaspora networks are global, even as the content they focus on can be highly localized, and online content produced at a distance can have a significant impact on local offline activity. This same reality is also apparent in the case study from Turkey, with a journalist expelled from the country still able to have a significant impact on the local online conversation. This, of course, is an observation that applies equally to content focused on the Global North. But, again, it is a dynamic that has not yet been highlighted in the triadic literature. Overall, a combination of bots, civil society actors, traditional media outlets, and diaspora networks can have a significant impact on what material does and does not appear online, yet the triadic model makes it too easy to overlook the roles they play.
3. Fluidity of Jurisdictional Reach

Online content regulation is, perhaps inescapably, both local and global. Platforms design rules intended for global implementation given the scale at which they operate. Yet, local actors also find ways to secure rules that are tailored to the local context. Sometimes this plurality exists side by side, but at other times the global and local come into direct conflict. Moreover, the case studies suggest that the resolution of these conflicts is determined on the basis of power, rather than principle.

The existing literature has highlighted the ways in which E.U. law can have extraterritorial effect, in other words, the local rule went global. Yet when Turkey sought to have its local rule prohibiting content offensive to Atatürk implemented worldwide, YouTube refused. Platforms have, however, allowed Turkey to deviate from their global rules. These global rules upholding free expression protect criticism of Atatürk, yet in Turkey platforms use geo-blocking to prohibit such criticism. Unlike that of the E.U., Turkey’s local rule did not go global, but it did permit Turkey to deviate from the platform’s global rule.

Meanwhile, there are globally applicable rules that arguably do not work for users in South Sudan, for example. If the South Sudanese state had the strength and resources of the Turkish state, then it may be able to secure a localized version of the global standard regarding the threshold for material that incites violence. Yet in the absence of a strong state in South Sudan, no localized options have been explored and South Sudanese users are stuck with the global rule. The ability of a state to opt out of a platform’s global rule, or secure a locally contextualized version of the rule, should not turn on the power of a state’s government. Without any principled way to deal with the need for flexibility in a pluralized system, the ability of local populations to secure appropriately contextualized modifications to global rules seems to turn on state power.

Overall, the case studies add both breadth and depth to our understanding of how the global public square operates. Empirical observation of cases outside the North American and Euro-centric space not only diversifies our understanding of the actors involved in the social media ecosystem, but also highlights the range of roles that can be undertaken by the actors who are included in the triadic model. The effort underscores the difficulty of trying to capture even a simplified version of this reality by using an actor’s status as shorthand for the role they play in this ecosystem; not only are there too many actors to capture, but the possible roles they play cannot be defined solely by their status. A turn to function is in order.
III. Toward Better Governance

The ability to accurately describe reality is a necessary but not a sufficient condition for the development of good governance policies. Faced with a messy and complex world, policymakers, scholars, analysts and advocates all benefit from simplifying models to help structure the way they think through complicated problems.

Accepting the global public square as a site of pluralism provides a pathway to structure our thinking about how content makes it online. Pluralism has always demanded that scholars focus on what different actors actually do, rather than relying on the identity or status of an actor as shorthand for the activity they undertake.243 This methodological orientation is invaluable in the current moment when the global public, and even policymakers, are struggling to gain a basic understanding of how online content regulation operates at scale.

The relevance of this focus on function, in addition to status, is underscored by the examples presented in Part II; the global public square is a place where a range of actors each undertake multiple functions in the process of determining what content makes it online. The free speech triangle proposed by Balkin captures the key actors involved in governing the global public square. However, by drawing on a broader array of examples to strengthen the descriptive account of this space, it is possible to supplement the free speech triangle with a functional approach that can help policymakers identify where to focus their efforts.

Once we allow empirical observation, as necessitated by a pluralist approach, to take the lead, it becomes possible to distill the governance of the global public square into four key activities: What content makes it online is determined through contestation between a plurality of actors engaged in i) content production, ii) content amplification, iii) rule creation, and iv) enforcement.

A. A Function-based Approach

A functional approach to the question of what content makes it into the global public square surfaces questions that the existing literature has often overlooked and helps direct attention to the recurring points of tension that we see in this space. The schematic below does not replace the free speech triangle, but rather supplements it. This clarification is important, because the status of different actors remains relevant to both subjective and objective expectations of the actions a given actor can and should take. Normatively and positively, the state holds different rights and is subject to different responsibilities than an individual user, or than a nonstate social media platform. However, as the case studies illustrate, an actor’s formal

status alone is insufficient as a tool for understanding the way it interacts with online material. By layering function over status, we gain an analytic tool that offers much broader applicability.

**Figure 2: Function-based model**

Below I briefly describe the activities that take place at each point in Figure 2, which represents a function-based approach. The points on the model are delineated by the function undertaken. These functions do not necessarily take place in sequential fashion; content production, content amplification, rule creation, and enforcement take place concurrently and sometimes in relation to the same piece of content.

On each side of the square is a process connecting the adjacent points of the square. Thus, once content production takes place the question is whether that piece of material will spread, perhaps even virally, or will remain unseen by anyone beyond the user who posted it. The answer to this question of “Will content spread?” turns on the adjacent function of content amplification, on the top left-hand corner of the square. Once content is, or is not, amplified, a normative question arises as to whether that content should remain online. The answer to that question turns on the adjacent function of rule creation, at the top right-hand corner of the square. Once a rule regarding the content exists, the question is whether the content will be removed, which in turn is a function of whether the relevant rule is actually enforced, as seen at the bottom right-hand corner of the square. And if the rule is enforced, and content is removed, then there is the final question of whether adaptation will occur. Users who wish the now-removed content to be accessible may find novel ways around its removal, perhaps modifying or distorting the original content to generate equivalent material in a new effort at content production, or finding other platforms for dissemination.
The benefit of this approach is its broad applicability; it is as useful in a locale where the state is a strong regulator or utterly absent, where there is a robust civil society or none at all. It accounts for the variety of different actors in play without locking in any preconceptions about which actors undertake which activities. As discussed below, those involved in content production include individuals, businesses and governments across the world. Those involved in content amplification can include, for example, individuals from South Sudan’s diaspora, state-sponsored bots, and YouTube’s recommendation algorithm. Those involved in rule creation include, for instance, Twitter, the Turkish Presidency, and digital activists based in India. Finally, while technology companies are typically on the front lines of enforcement, some states are also active in this role.

1. **Content Production**

Content production involves the creation of online material—something that billions of individuals, corporations, and states are involved in, on a minute-by-minute basis, around the world. In some cases, the actor who creates the content disseminates it themselves—the cliché of an individual user posting a video of her cat. In other cases, a state-sponsored actor may create the content and amplify it through bots. We saw this in the Myanmar example, and are now seeing it unfold again in relation to COVID-19 and the Black Lives Matter protests.  


245. With thanks to Tom Dannenbaum for this observation.

2. **Content Amplification**

Content amplification can be undertaken by individuals, but this is the part of the system where technology companies and bots play an outsized role. One might think, for instance, of how the Russian-sponsored Internet Research Agency created content for inflammatory Facebook ads to sow discord among American voters, and then amplified engagement with the ads through thousands of bots—fake accounts that liked or shared the content.

interviews with former employees repeatedly emphasize the way these algorithms push users toward extremist content.247 We saw this possibility in the Sri Lanka case study, where changes to Facebook’s newsfeed algorithm may have helped amplify the anti-Sinhalese content that was promoted through friends and family by systematically minimizing content generated by independent media that could otherwise have served as a fact-based counterpoint to the ethnically driven rumors.248

3. Rule Creation

Once content is posted online, a normative question arises: Should content be taken offline? The answer to that question involves a regulatory debate that boils down to the question of what rules should apply. The default response is that the technology company’s existing rules should apply: Facebook’s Community Guidelines, or Twitter’s Terms of Service, for example. However, the existing platform guidelines might be disputed and other actors may push for a new rule, as we saw Indian civil society activists do in terms of getting Facebook’s Community Guidelines amended to reflect caste discrimination. Likewise, an executive, legislative, or judicial body at the local, state, or regional level may argue that a different rule should apply within their territory, and perhaps even globally. We can think of the example of YouTube in Turkey, where Google agreed to apply the local law prohibiting access to content offensive to Atatürk’s memory within Turkey.249 Alternatively, consider the long-running litigation between Google and France in which the European Court of Justice concluded that while Google needed to remove content from E.U. member states under a right to be forgotten claim under French law, it did not have to do so globally.250 This rule creation portion of the model is legal pluralism in action, as different normative communities come into conflict over what rule should apply. Such regulatory activity may generate a conclusion—either


248. In another example of amplification of content by a platform, news reports uncovered the role of YouTube’s recommendation algorithm in amplifying a home video uploaded by a ten-year-old girl and her friend of them playing in a backyard swimming pool. The video received 400,000 views after being recommended through a network of viewers “seemingly motivated by sexual interest in children.” Max Fisher & Amanda Taub, On YouTube’s Digital Playground, an Open Gate for Pedophiles, N.Y. TIMES (June 3, 2019), https://www.nytimes.com/2019/06/03/world/americas/youtube-pedophiles.html [https://perma.cc/WKS8-2TXA].

249. Rosen, supra note 207 (“by using a technique called I.P. blocking, [Google] would prevent access to videos that clearly violated Turkish law, but only in Turkey.”).

through active debate or by default—over whose rule applies. Yet, consistent with the pluralist nature of the system, that conclusion remains subject to future challenge.

4. Enforcement

Regardless of the regulatory conclusion to the normative question, a positivist question arises: Will content be taken offline? This directs us to enforcement, which is most commonly undertaken by the technology company on whose platform the content is posted. Enforcement activity is happening constantly; sometimes it is directly connected to the application of a rule, but at other times it is not. With the help of AI, platforms can enforce content even before it actually appears online. This, for example, is what happened with a video of the mass shooting perpetrated against New Zealand Muslims in a Christchurch mosque in March 2019; Facebook intercepted 1.2 million attempts to post the video at the point of upload. Alternatively, content can be removed on a timespan ranging from seconds to years after it first appears online, either through AI or by commercial content moderators.

States can also undertake enforcement activity directly by blocking access to the platform entirely, as we saw in the Sri Lanka example. In this scenario, a wide range of content, including that which the state itself has no objection to, is inaccessible for the period of the shutdown.

Unlike technology companies and states, most users cannot undertake direct enforcement action. Hackers or others with similarly sophisticated technical skills may be able to launch the kind of DDoS attacks that temporarily brought down Wikileaks. Other individuals have successfully obtained legal injunctions, though this remains an outlier approach, limited to generally well-resourced and/or supported actors.

There are times when enforcement flows directly from rule creation. When Twitter decided that the Turkish law prohibiting content offensive to the memory of Atatürk should be applied inside Turkey, it enforced removal of previously accessible content. However, rule creation and enforcement are not always so tightly connected. Enforcement actions can involve mistakes where human or algorithmic error leads to the removal content that does not


253. It is a very limited number of users with such a profile, though this may change over time. There is, nonetheless, a degree to which all users can take a limited form of direct enforcement action by “blocking” or “unfollowing” certain accounts.

actually fall afoul of any rule. In the summer of 2017, for example, YouTube removed 200,000 videos of atrocities in Syria that human rights defenders had uploaded in the hope of achieving accountability for war crimes. In prior work, I have explained how the removals did not flow from any rule prohibiting documentation of Syrian atrocities. Rather, it was the result of a new YouTube algorithm that was unable to distinguish between documentation videos uploaded by human rights defenders from terrorist content; the platform was trying to remove the latter following a push by E.U. legislators to apply a rule prohibiting extremist postings. Recently the issue resurfaced as Facebook, and its subsidiary Instagram, deactivated or suspended accounts of numerous journalists, activists, and civilians in Syria, Palestine, and Tunisia due to inaccurate algorithms and COVID-related reduced human oversight. Like YouTube, Facebook could not distinguish between posts exposing human rights violations and those endorsing or engaging in terrorism.

Lastly there is the question of adaptation. How will an actor respond to their experience of the system? Will a technology company that has removed a given piece of content invest in mechanisms that would proactively identify similar content in the future? We have seen an example of the latter in the way that hash technology, originally developed to remove child pornography from the internet, is now being re-purposed by technology companies to improve the rate at which they remove terrorist content. Will an advocacy group that has lost the initial argument over getting a certain type of content removed find a new way to argue for their removal rule to be adopted in the future? Does a user who is banned from a platform have a


256. See Rebecca J. Hamilton, Social Media Platforms in International Criminal Investigations, 52 Case W. Res. J. Int’l L. 213 (2020). Mistakes are inevitable given the scale and diversity of content that appears online, but the question of which mistakes are identified and remedied as a matter of priority nonetheless comes down to the intersection of power and interests discussed infra Part III.B.3, with technology companies holding disproportionate amounts of power by virtue of their ability to directly remove content.

257. See Olivia Solon, “Facebook Doesn’t Care”: Activists Say Accounts Removed Despite Zuckerberg’s Free-Speech Stance, NBC News (June 15, 2020), https://www.nbcnews.com/tech/tech-news/facebook-doesn-t-care-activists-say-accounts-removed-despite-zuckerberg-n1231110 [https://perma.cc/KUY8-LYEB] (describing the deletion of accounts, often without a warning or reason provided in April and May 2020 to include: the thirty-five accounts deleted in Syria, fifty-two accounts deleted in a single day in Palestine, and sixty accounts deleted in Tunisia, the latter of which Facebook admitted some deletions were mistakes).


259. See, e.g., Gillespie, supra note 67, at 87–97 (describing a successful campaign to get Facebook to change its rules on the posting of breastfeeding photos).
sufficiently large or otherwise influential set of supporters who will re-post the content.\footnote{This is what happened when YouTube removed Alex Jones’s channel. See Alex Kaplan, \textit{YouTube is Allowing Multiple Accounts to Circumvent Its Ban Against Alex Jones’ Infowars}, Media Matters (June 20, 2019), https://www.mediamatters.org/alex-jones/youtube-allowing-multiple-accounts-circumvent-its-ban-against-alex-jones-infowars [https://perma.cc/AZ9D-UK76].}

\section{A Roadmap for Policymakers?}

A function-based approach is a useful supplement to the free speech triangle as it challenges our parochial assumptions about which actors undertake which roles and suggests a way to think about the governance of the global public square that has broader applicability. I explore the strengths of this approach in more detail below but it is worth highlighting at the outset a serious concern with the turn to a function-driven approach.

Functionalism in any form risks freezing the status quo. By looking at what various actors are doing in the present moment, and developing policy accordingly, it risks setting existing power dynamics in stone. The function-based approach developed here faces a similar problem. When applied to South Sudan in 2020, for example, the function-based model emphasizes the absence of the state in the regulatory discussion. By building this absence into the model, the function-based approach risks writing the state out of the regulatory space, thereby limiting the conversation about how the state could—and should—step into a regulatory role in the future.

A better approach is to view the value of the function-based model in terms of its ability to highlight relationships and dynamics that are ripe for transformation. Recast in this way, a function-based model provides a roadmap for those seeking to address concerns with the way the global public square is currently governed. In the following section, I highlight some of the relationships and dynamics to which the function-based model draws our attention.

\subsection{States as Content Producers}

Moving to a function-based approach focuses attention on the possibility of states being involved in content production, both through the creation of novel content and the modification and/or distortion of existing content. This observation seems obvious in the aftermath of Russian interference in the 2016 U.S. presidential election.\footnote{See \textit{Mueller}, supra note 22.} However, such recognition is disturbingly recent. “We were too slow to spot and respond to Russian interference,” Zuckerberg told Congress in April 2018.\footnote{Mark Zuckerberg, Chief Exec. Officer, Facebook, Testimony to the U.S. Senate Committees on the Judiciary and on Commerce, Science and Transportation (Apr. 10, 2018) (available at https://www.judiciary.senate.gov/imo/media/doc/04-10-18%20Zuckerberg%20Testimony.pdf [https://perma.cc/4ZQV-BYJ7]).}
Further recognition of this problem can be seen in platforms’ current initiatives aimed at labeling and banning some state-run media. However, both internal and external critics are denouncing Facebook’s refusal to fact-check or label the U.S. president’s incendiary posts when other platforms, including Twitter and Snapchat, have. The function-based model helps policymakers focus on the need to prevent and mitigate damage that states can do through content production—whether by influencing American voters, inciting violence against the Rohingya, spreading misinformation about COVID-19, or the many other scenarios that are likely to arise.

2. Technology Companies as Content Amplifiers

The function-based model also highlights the role of technology companies in content amplification. While technology companies do not create content, they have an important role in its dissemination. From Facebook’s newsfeed algorithm to YouTube’s recommendation algorithm, technology companies’ design choices are driven by the goal of keeping users on their platforms.

By highlighting the role of technology companies in content amplification, the function-based model reveals the limits of asking companies to play an enforcement role simply by removing prohibited content. It raises the possibility of a technology company playing an enforcement role, say, by removing a piece of content that incites violence against a Sri Lankan Muslim community, while its algorithm simultaneously recommends similar content to its users in the Sri Lankan Sinhalese community. Thus, when regulators think about how to keep prohibited content offline, they need to think beyond the “whack-a-mole” approach of content removal and also engage with the structural changes that technology companies may need to make to their recommendation algorithms.

265. See supra Part I.
266. See Molly K. Land & Rebecca J. Hamilton, Beyond Takedown: Expanding the Toolkit for Responding to Online Hate, in PROPAGANDA AND INTERNATIONAL CRIMINAL LAW: FROM COGNITION TO CRIMINALITY 143 (Predrag Dojcinovic ed. 2020).
To the degree that this insight is accurate, it has implications for the utility of the Oversight Board that Facebook introduced in 2019. It may be that improved content regulation requires not simply better content moderation decisions—something on which the Oversight Board is set to work—but structural changes that cut to the very heart of the business model on which Facebook and other social media platforms rely.

3. The Global Public Square’s Power Imbalance

The function-based approach highlights that, in addition to states and technology companies, a variety of other actors, such as individual users, nonstate groups, international organizations, and traditional media, can work on rule creation. Yet, it also draws attention to the fact that only states and technology companies have the possibility of exercising direct enforcement. There is, therefore, a mismatch of actors as between the rule creation and enforcement points of the model, which in turn creates a significant power imbalance to the detriment of those who are unable to take direct enforcement action.

The greater the alignment of interests between the actor seeking the removal of content, and the state or technology company who can remove it, the less this power imbalance matters. So, for example, even though the average individual user does not have much power within this system, if she seeks the removal of ISIS content, she is likely to find success given the interest technology companies have in keeping such content offline (both for inherent reasons and because of pressure from powerful states on this issue). This interest leads the technology company to both proactively monitor for ISIS content, investing in human and algorithmic training to this end, and react quickly when such content is brought to their attention. Work the same issues through in relation to getting casteist content removed in India, or anti-Rohingya content removed in Myanmar, however, and we see how challenging it is for even an organized group of users to get the changes they seek.

The function-based model’s disaggregation of rule creation from enforcement also brings to light the power dynamics that influence whether an effort at collateral censorship will be successful. One might compare, for example, the ability of the German government arguing a piece of anti-Semitic content should be removed and the Sri Lankan government arguing a piece of anti-Sinhalese content should be removed. The power of the German government to fine a technology company readily aligns that company’s interests with the interest the German government has in seeing the

268. Save the exception, noted above, of hackers who can launch a DDoS attack to bring down a website directly. Supra note 253.
content removed. Thus collateral censorship is possible.\footnote{As Citron notes, “Tech companies yielded to European regulators’ demands because they knew their threats were not idle.” Citron, supra note 65, at 1046.} The same cannot be said for the Sri Lankan government which, lacking the power to secure the technology company’s attention, is left with the choice of having the content remain online, or shutting down access to the platform entirely. The latter option leads the Sri Lankan government to violate the free expression rights of the entire Sri Lankan population in order to stop the flow of just one particular piece of content.\footnote{As commentators have noted, shutting access to a platform is an overbroad measure that, on balance, is likely to do more harm than good. See, e.g., Louise Matsakis & Issie Lapowsky, Don’t Praise the Sri Lankan Government for Blocking Facebook, WIRED (Apr. 23, 2019), https://www.wired.com/story/sri-lanka-bombings-social-media-shutdown [https://perma.cc/EXN6-7G7B] (highlighting the problems arising from the government’s decision to block Facebook after the Easter bombings in 2019).}

4. \textit{Reckoning with the Normative Weakness of the Current System}

The rule creation point of the function-based model shows pluralism in action. Different actors, each asserting that their preferred rule should be applied to the content, jostle for position. As in any pluralist system, “there is no external position from which one could make a definitive statement as to who is authorized to make decisions in any given case. Rather, a statement of authority is itself inevitably open to contest.”\footnote{Paul Schiff Berman, \textit{Global Legal Pluralism}, 80 S. CAL. L. REV. 1155, 1166 (2007).}

This reflects exactly the situation we see playing out. Technology companies update their Community Guidelines in response to user feedback, as we saw with Facebook’s new rule prohibiting casteist content following feedback from users in India.\footnote{See supra Part II.A.} States and technology companies negotiate and re-negotiate what rules apply in any given situation, as observed in the interactions between the Turkish government and Twitter.

The resulting indeterminacy is frustrating for many, but is also exactly what we should expect from the current system unless and until consensus can be built up on the question of what rules should apply. This then highlights a normative question for all those involved in the global public square: Is this pluralist approach to rule creation what we are comfortable with? Some may argue that such fluidity, beyond being descriptively accurate, has value in a moment where there is no consensus across those participating in the global public square over whose rules should apply. Others will view this in a negative light, noting that such fluidity will invariably lead to the outcomes we currently see, where those with political and financial power are more likely to get the enforcement action they seek. Looking to the future, there may be a third way that involves building consensus around some baseline norms, while preserving fluidity above that baseline to

\footnote{269. As Citron notes, “Tech companies yielded to European regulators’ demands because they knew their threats were not idle.” Citron, supra note 65, at 1046.}
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\footnote{272. See supra Part II.A.}
account for local difference, in other words, the integration of a “margin of appreciation” into platform governance.\textsuperscript{273}

The outsized power of technology companies in this space is something that policymakers and the public are belatedly coming to understand. There is growing discomfort with the status quo where complex speech decisions are left in the hands of private actors.\textsuperscript{274} The case studies here suggest that just as the triadic literature developed blind spots by failing to seek out a diversity of examples, any successful resolution of these normative questions will need to take account of the array of legal, social, and cultural fora in which these platforms operate.

\textbf{Conclusion}

I am not underestimating the challenges facing those involved in governing the global public square. As some high-profile failures have demonstrated, technology companies do not yet have the capacity through either human resources or AI to respond to the scale of speech complaints they receive on an hourly basis.\textsuperscript{275} Even if or when they overcome these problems of scale, there may still be instances where they make bad speech decisions\textsuperscript{276} and certainly they will almost never be able to make decisions that satisfy all concerned.

Part III.B of this Article provided concrete suggestions for improving the governance of the global public square as currently configured but it may ultimately be that such management “tweaks” are insufficient. As the function-based model highlights, it may be impossible to address some of the most pressing problems of content moderation without changing the underlying business model on which social media platforms operate.

Moreover, even if the platforms that I focused on in this Article make significant improvements, this will not be enough. One looming threat is that as major platforms like Facebook, YouTube and Twitter improve their ability to remove or de-emphasize dangerous speech, those who promulgate such content will simply move to non-public platforms, a trend already well underway.\textsuperscript{277} Another is that Chinese state-run alternatives to the Silicon
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\textsuperscript{277}. Already the spread of misinformation on private messaging systems such as Telegram and WhatsApp, where end-to-end encryption makes any kind of moderation near impossible, is rampant. See, e.g.,
Valley-based platforms succeed not only in China, but in many other states in which the government and/or users themselves are dissatisfied with the standards that U.S. companies impose. Nonetheless, no one, including the major technology companies themselves, would suggest that there is not plenty of scope for improvement on the current approach.

The core of this Article has focused on expanding the descriptive account of regulatory activity in the global public square that actually exists, rather than the narrowly circumscribed version that appears throughout the triadic literature. The accuracy of the account presented here matters, since there can be no hope of addressing the problems that everyone seems to acknowledge the system is producing without first understanding the true character of the system itself.